D-MATH Lineare Algebra und Numerische Mathematik HS 2013
Prof. R. Hiptmair

Solutions - Problem Sheet 5

1. If we were to combine x; parts of My, xo parts of alloy My and x3 parts of alloy Ms, the
resulting alloy would have the following amounts of copper silver and gold

Copper i 2021 + 7029 4+ 50x3
Silver : 60z + 10z2 + 5023
Gold i 20x1 + 2029 + 0 - 3
In order to obtain the correct values for z1, x5 and x3, we can set the right hand side of those
T
equations to be 40, 50 and 10, in that order. Therefore, if we denote x = | 2 |, finding x1, 2
Zs3
and x3 is reduced to finding the solution of the system Ax = b where
20 70 50 40
A=160 10 50] and b= [ 50
20 20 O 10
To solve the governing system, we use Gaussian eliminations.
20 70 50|40 1 35 25| 2 1 35 25| 2 1 0 075 | 0.775
60 10 50|50) ~|60 10 50 |50 ~|0O —-20 —-10|-7]~ |0 1 05 | 035
20 20 O |10 20 20 0 |10 0 -5 -5 |-3 0 0 —25|-1.25
1 0 0]04
~10 1 0]0.1
0 0 1|05

Therefore, to get the alloy with desired ratios of copper, silver and gold, the composition of our
mix should have 40% of alloy M1, 10% of alloy My and 50% of alloy Ms3.

2. a) 1. We have

1 3 -1 1 3 -1 1 0 2 1 0 0
2 5 —-1|~10 -1 1 |~]0 1 -1]~{(0 1 O
-3 -8 4 0 1 1 0 0 2 0 0 1

Therefore the rank of A is 3.

2. The system has a solution if the rank of the augmented matrix is equal to the rank of
the non-augmented matrix. We have

1 3 -—-1] 2 1 3 -1 2 1 0 2|4 1 0 0] 2
2 5 -1, 2 |~f0 -1 1 |-2]~(0 1 —-1] 2 |~(|0 1 0]-1
-3 -8 4 | -10 0 1 1 |-4 00 2 |-6 0 0 1|-3
2
Thus, the system has a solution, and that solution is x = | —1
-3
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b) 1. We have

1 -1 2 1 -1 2 1 0 06
3 2 —-1|~[0 5 -7 ~10 1 -14
E 5 —4 0 54+k —4—2k 0 0 Lo=3k

5

Therefore, we have two possibilities, firstly if k£ £ 5 then by the preceeding we have

1 -1 2 1 00
3 2 —-1]~{(0 1 0],
kK 5 —4 0 0 1
and the rank is 3. Otherwise, if £k = 5 the rank is 2.
2. We have
1 -1 2 |3 1 -1 2 3 1 0 06 14
3 2 —-1|1]~1{o0 5 -7 -8 ~(0 1 —-14]| -16
k5 —4|1 0 5+k —4—2k|1-3k 0 0 1533k | 2Tk
6
. o EB
~10 1 0 =15
0 0 1| g3
__6
3k—15
Hence, the solution exists only if k # 5, and in that case the solution is x = é)::fg
Tk—45
3k—15
c) 1. We have
1 m 1 1 m 1
1 1 1 ~l0 1—-m O
m 1 m-—1 0 1-m? -1

Therefore, if m = 1 the Gaussian algorithm will stop, since all the entries in the second
column of the second and third row would be zero (so we cannot even swap the rows).
Furthermore, if m = 1 the entire second row would be equal to 0. In conclusion, if
m = 1 the rank would be 2 since we would have then

1 m 1 1 1 1 1 0 0
1 1 1 ~10 0 O0)~(0 O O
m 1 m-—1 0 0 -1 0 0 1
Otherwise, if m # 1 we have
1 m 1 1 m 1 10 1 1 00
1 1 1 ~10 1-m 0 ]~1|0 1 0 ~10 1 0
m 1 m-—1 0 1-m? -1 0 0 1—-m 0 0 1
Hence, if m # 1 the rank is 3.
2. We have
1 m 1 1 1 m 1|1 1 m 171
1 1 1 m+1]~10 1-m O |m|]~|0 1-m 0 |m
m 1 m-—1 m 0 1-m? —1]0 0 1—-m? —1]0
1 11— 1 0 0| =2momiim?
0 1| -m(m+1) 0 0 1| m(m+1)
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3.

We see that if m = 1 there is no solution. Otherwise the solution is x = T
m(m+ 1)
a) We have
2 -1 0 0
-1 2 -1 0
A= o -1 2 -1
0 0o -1 2
Let us solve the system using Gaussian eliminations. We have
2 -1 0 0|1 1 =05 0 0 ]05 10—%0%
—12—100N01.57100.5 01—5()?
0 -1 2 —1]0 0 -1 2 -1|0 00 3 -1|3
o 0 -1 241/ \0 O -1 2|1 00 -1 2|1
1 0 0 —-0.25]0.75 1 0 0 01
N010—0.5O.5 01 0 0]1
0 0 1 -0.751]0.25 0 01 0|1
0 0 0 125 |1.25 0 0 0 1|1
1
Therefore, the solution is x = 1
1
b)| %% Problem 3b
% INPUT
3% b - left hand side vector
% OUTPUT
5|4 x - solution of Ax=b, where A is the tridiagonal matriz as described in
% part a

function x =

SolverTridiag( b )

n = length(b);
11
% Creating the matric
13 |A = 2xdiag(ones(n, 1)) - diag(omes(n-1, 1), 1) - diag(ones(n-1, 1), -1);
15 | 4 Solving the linear system
x = A\b;
c) We have
T 0
2 -1 xl 0
-1 2 -1 2
Tp— 0
Tn n—+1
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d)

Multiplying the matrix and the vector on the left hand side yields the following equations
—T1 + 21‘2 =0

—x1 4+ 220 — 23 =0

—Tp_2+2x,_1—2, =0
—Tp_1+2x, =n+1.
The first equation gives us 2xo = x1. Plugging this expression into the second equation we

have
I3 = 2$2 — T = 3%1.

Applying this algorithm successively to all equations until (but not including) the last one,
we have x; = ixq, for i = 2, ..., n. Using this expression in the last equation we have

n+1=2x, —xp1=2n—n+1)z1 =N+ 1z, =2 =1

1
2
Therefore, x; =i, for i = 1,...,n, and the solution is 3
n
Let us first apply Gaussian elimination on this system, in hopes that such an approach
will be sensible. We have
2 -1 by 1 -1 0 b
-1 2 -1 b 0 3 -1 by + 2
-1 2 —1|by1 -1 2 =11 by
-1 2 by, -1 2 bn
1 b
L2 02 2121%
2 1
0o 1 -5 0 =
~]10 -1 2 -1 0 bs ~
0o -1 2 bn
b
1 -1 0 L
O 1 7% 2bo+b1
0 1 _n—1 (n—l)bn—-1+"‘+b1
n n
0 -1 2 b
1 -2 0 b
2 2by+b
0o 1 -2 Zhothy
1 _n—1 (n—l)bn;1+~~~+b1
0 1n nbn+T-L-‘+b1
n+1
Therefore, we have x,, = 222==+5 We can now plug this value into the preceding equation,
n+1

and thus we would have x,_;. We can continue in this way, once we know x4, we can
plug it in and thus get x;, until we have x; and we are done.
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These considerations can be rigorously formalised. Here is the resulting MATLAB code.

A% Problem 3d

2 | 4 INPUT

%4 b - right hand side of Az = b
\ | 4 OUTPUT

# x - solution of Ar = b

6
function x = LoopSolverTridiag(b)
8
n = length(b);
10
x(n) = dot(b, (1:n)’)/(n+1);

12
for i = n-1:-1:1
14 x(i) = x(i+1)*i/(i+1) + dot(b(1:i), (1:1)°)/(i+1);
end
a) We have
1 0 0 2|-1 1 0 0 2|-1 1 0 0 2|-1 1 0 0 2|-1
0 2 0 2|—-4 0 2 0 2|—-4 01 0 1|-2 01 0 1]-2
0 0 3 2|1 0 0 3 2|1 0 0 3 2|1 001%%
11 1 4|-3 01 1 2|-2 0 01 1|0 000 35]|—
1 0 0 01
1010 0f-1
0 01 0|1
0 00 1|1
1
Therefore, the solution is x = 711
-1
b) There will be a unique solution only if the matrix has a full rank. Let us use Gaussian
elimination.
dy C1 ! %
dp—1 Cp—1 dp—1 Cn—l2
C1 -+ Cp—1 Cn 0 - cpo Cn_%
1 o
! =
0 0 cn—gh—— =

Therefore, there is a unique solution if
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€)| %% Problem 4c

% INPUT

314 d, ¢ - vectors which define the matriz A
%4 b - right hand side of Az = b

5 | % OUTPUT

4 - solution of Az=b

~J

function x = SpecialSolver(d, c, b)
9 |/% We proceed by assuming that the conditions for the existence of a unique
/% solution have been met.

n = length(c);

/i Building the matriz A

15 |A = sparse(l:n-1, 1:n-1 ,d, n, n) + sparse(n*ones(n,1), 1:n, c, n, n) +...
+sparse(l:n, n*ones(n, 1), ¢, n, n);

17 |A(n, n) = c(n);

19 |4 Find the solution of Az=b, wusing an auziliary function
x = A\b;
21 |end

5. We will use Gaussian eliminations. Therefore, for the treatment of

we have to distinguish cases in each step.

1. If a = 0, we have to swap first row with the second one, if it is possible to do so.
(a) If ¢ = 0 we have
0 b|b
0 d|by)’

There are 4 possibilities at this point
— If d = 0 and b = 0 the solution exists only if by = by = 0, and solutions are
r1 € R,z9 € R, i.e., any pair of real numbers.

=

— If d = 0 and b # 0 the solution exists only if b; = 0, and the solution is xo = 7 and
x1 € R is any real number.
and

als

— If d # 0 and b = 0 the solution exists only if by = 0, and the solution is x5 =
1 € R is any real number.
— Otherwise, if d # 0 and b # 0 the solution exists only if % = bf. Then the solution

is 9 = %1 and z; € R is any real number.
(b) If ¢ # 0 we have
G ali)~ G il 5)
0 b|b 0 b1 '
Again, we have a couple of cases.
— If b = 0 the solution exists only if b, = 0, and in that case the solution is x; =
%2 - %1‘2, where x5 is any real number.

ol
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— If b # 0 we have

2. If a # 0 we have

1 b by
(0 d—2ec bgl;lc)'
(a) If ad — be = 0, the solution exists only if boa — byec = 0. The solution in that case is
T, = %1 — 3.%2, where x5 is any real number.
(b) If ad — be # 0 we have
b b1 dby —bby
1 a a ~ 10 ad—bc2 .
0 d—2c|by—tc 0 1 |ab=ch

6. We will map the basis {1,z,22,...,27} of P7 to the standard basis {e',...e®} of RS, by the
x" — €', where €' has a 1 at the i-th place, and zeros for all other entries.

a) Using the previsouly mentioned mapping, we have

0 1 0
—1 0 0
1 1 1
pi(x) — 8 , p2(x) = 01 , pa(x) — (1)
0 0 0
0 0 0
0 0 0

These 3 vectors will be linearly indepenedent if the rank of the matrix which has them as
rows, has rank 3, i.e., if the rank is equal to the number of vectors. We have

0 -1 1 0 0O0O0OO 1 0 1 -1 0 0 0O 10 1 -1
1 0 1 1000 O0|~(0 -1 1 0 0O0OO0TO0O]~|01 -1 0
0 0 1. 0 1 00O 0 0 1. 0 1000 00 1 O
100 -1 -1 0 00
~10 1 0 0 -1 0 0 0
001 0o 1 000
Therefore, the rank is 3 and we conclude that the given set of polynomials is indeed linearly
independent.
b) We have
-1 0 -1 -1
0 1 0 1
1 1 0 0
0 0 0 0
b1 ($) — 0 ) pg(.’E) - ol p3($) — 0 ) p4($) - 0
0 0 0 0
0 0 1 0
0 0 0 0
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For the linear independence, we have
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c) We have

ps(z) —

)

pa(z) —

9

p3(z) —

)

p2(z) —

)

pi(z) —
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7.

8.

Let us compute the rank. We have

01 100000 1 3 0 1 0000
1 3 010000 0 1 1 0 0000
4 0 410 100|~|0 -124 -30100
2 =302 0000 0 -9 0 0 0000
1 1 111110 0 -2 1 0 1110
10 -3 1 0000
01 1 0 0000
~10 0 16 -3 0 1 00
00 9 0 0000
00 3 0 1110
1 0 0 04375 0 01875 0 0
01 0 01875 0 —0.0625 0 0
~10 0 1 —01875 0 0.0625 0 0
0 0 0 16875 0 —0.5625 0 0
0 0 0 05625 1 08125 1 0
10000 5 00
001000 0 00
~]00 100 0 00
00010 —% 00
000071 1 10

Therefore, the rank is 5 and we conclude that the given set of polynomials is indeed linearly
independent.

Since A is invertible, that is, since A~! exists, the matrix

A luvTA-!?

B=A'-" "
1+vTA-1u

is well defined. We have

A luvT A1 uvl A1 A luvTA-!
A T A_l—i :AA_l—AA_li TA—l_ T =y =
(A +uv?) ( 1+VTA1u) lJrvTAflu_‘_uV YT EVTA Ty
uvl AL uvl AL
— I R TA—l _ TA—I oy .-
1+vTA-1u tuv (v u) 1+vTA-1u
TAfl
=I-(1+vFA~tu) uv +uvlA~!

1+vTA-1lu
=I—-uviA'4+uvlA =1,

where the second equality followed from the fact that v A~'u is just a number, that is, a
scalar, and we know that for a scalar a € R and matrices C, D we have

C(aD) = a(CD).

In conclusion, B is indeed the inverse of A + uv?.

a) We begin by writing vectors in 4 as linear combinations of vectors in B. In order to do
that we need to solve some linear system, which we will skip here for the sake of brevity.
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We have

1 1 -1 -2
-1 =112)+61 3 |-3| 7],
2 2 3 6
2 1 -1 -2
3| =26(2])+86| 3 | -4 7|,
7 2 3 6
2 1 -1 -2
3| =24(2)+64| 3 | -3 7
6 2 3 6
Therefore, matrix S is given by
1 26 24
S=]6 86 64
-3 -4 -3

b) The coordinates of v in basis B are given as a multiple of S and the coordinates of v in
basis A. We have

2 1 26 24 2 6.2
S{9|=1]|6 86 64 9 | =1382
-8 -3 -4 -3 -8 —18
In other words,
1 -1 -2

v=62[2]+382| 3 | -18| 7
2 3 6



