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Instructions.

Duration of examination: 180 minutes. Total points: 90.

Concise answers are desirable, but any “yes” or “no” answer requires explaining.

Write Matlab codes as simple as possible and add essential comments. Features of a code that have not been asked
for will not earn extra points.

Only the Matlab files that are requested in the problem statement will be corrected. The theoretical parts of the
problems have to be solvedon paper.

All the requested.m and.eps files (with the correct file names) have to be saved in the folder
/home/exam/resources/Matlab .

Do not save or modify any file outside this folder.

The course script is available in/home/exam/resources/NumCSE10slides.pdf.

The maximum grade can be obtained by solving four problems out of five.

Problem 1 Structured matrix–vector product [16 points]

Consider the realn × n matrix A defined by(A)i,j = ai,j = min{i, j}, for i, j = 1, . . . , n. The matrix-vector
producty = Ax can be implemented in Matlab as

y = min(ones(n, 1) ∗ (1 : n), (1 : n)′ ∗ ones(1, n)) ∗ x; (1)

(1a) [2 points] What is the asymptotic complexity (forn → ∞) of the evaluation of the Matlab command
displayed above, with respect to the problem size parametern?

(1b) [6 points] Write anefficientMatlab function

function y = multAmin(x)

that computes the same multiplication as (1) but with a better asymptotic complexity with respect ton.

HINT: you can test your implementation by comparing the returnedvalues with the ones obtained with code (1).

(1c) [2 points] What is the asymptotic complexity (in terms of problem size parametern) of your function
multAmin?

(1d) [2 points] Consider the following Matlab scriptmultAB.m:

1 n = 10 ;
2 D = [−ones ( n , 1 ) , [ 2∗ ones ( n−1 ,1) ;1] ,− ones ( n , 1 ) ] ;
3 B = sp d iags(D, [ −1 ,0 ,1 ] , n , n ) ;
4 x = rand ( n , 1 ) ;
5 f p r i n t f ( ’ | x−y | = %d\n ’ , norm ( multAmin (B∗x )−x ) ) ;

Sketch the matrixB created in line 3 ofmultAB.m.

HINT: this Matlab script is provided as filemultAB.m.
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(1e) [4 points] Several runs ofmultAB from the previous sub-problem produced the following output:

>> multAB
|x-y| = 3.587240e-15
>> multAB
|x-y| = 1.864381e-15
>> multAB
|x-y| = 5.324443e-16

Explain these results.

HINT: what is the relationship of the matricesA andB? A fully rigorous proof is not required here.

Problem 2 Modified Newton method [25 points]

For the solution of the non-linear system of equationsF(x) = 0 (with F : Rn → R
n), the following iterative method

can be used:
y(k) = x(k) +DF(x(k))−1 F(x(k)) ,

x(k+1) = y(k) −DF(x(k))−1 F(y(k)) ,
(2)

whereDF(x) ∈ R
n,n is the Jacobian matrix ofF evaluated in the pointx.

(2a) [3 points] Show thatx(k) = x(0) for everyk ∈ N, if F(x(0)) = 0 andDF(x(0)) is regular.

(2b) [3 points] Implement a Matlab function

function x1 = ModNewtStep( x0, F, DF )

that computes a step of the method (2) for ascalar functionF, that is, for the casen = 1.

Here,F is a handle to the functionF : R 7→ R andDF a handle to its derivativeF ′ : R 7→ R.

(2c) [9 points] What is the order of convergence of the method?
To investigate it, write a Matlab routine

function ModNewtOrder

that:

• uses the functionModNewtStep from subtask (2b) in order to apply (2) to the following scalar equation

arctan(x)− 0.123 = 0 ;

• determines empirically the order of convergence, in the sense of Definition 4.1.14 of the course slides;

• plots the error committed by the method against the number ofiterations used, and saves the picture in
ModNewtOrder.eps .

Usex0 = 5 as initial guess.

HINT 1: the “exact” solution is x = 0.123624065869274.
HINT 2: remember thatarctan′(x) = 1

1+x2 .

(2d) [7 points] Write a Matlab function

function x = ModNewtSys( A, c, tol )

that provides an efficient implementation of the method (2) for the non-linear system

F(x) := Ax+







c1e
x1

...
cne

xn






= 0 ,
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whereA ∈ R
n,n is symmetric positive definite, andci ≥ 0, i = 1, . . . , n. Stop the iteration when the Euclidean

norm of the incrementx(k+1) − x(k) relative to the norm ofx(k+1) is smaller than the tolerance passed intol.

(2e) [3 points] In order to apply the iteration (2), two linear systems have to be solved. What do these systems
have in common? How can this fact be used to speed up an implementation of the method for largen?

Problem 3 Quadrature plots [16 points]

We consider three different functions on the intervalI = [0, 1]:

function A: fA ∈ C∞(I) , fA /∈ Pk ∀ k ∈ N ;

function B: fB ∈ C0(I) , fB /∈ C1(I) ;

function C: fC ∈ P12 ,

wherePk is the space of the polynomials of degree at mostk defined onI. The following quadrature rules are
applied to these functions:

• quadrature rule A, global Gauss quadrature;

• quadrature rule B, composite trapezoidal rule;

• quadrature rule C, composite 2-point Gauss quadrature.

The corresponding absolute values of the quadrature errorsare plotted against the number of function evaluations in
Figure 1. Notice that only the quadrature errors obtained with an even number of function evaluations are shown.
You can see the same figure in the filesExQuadPlot.jpg / ExQuadPlot.eps.

Figure 1: Problem 3, quadrature convergence plots for different functions and different rules.
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(3a) [8 points] Match the three plots (plot #1, #2 and #3) with the three quadrature rules (quadrature rule A, B,
and C). Justify your answer.

HINT: notice the different axis scales in the plots.

(3b) [8 points] The quadrature error curves for a particular functionfA, fB andfC are plotted in the same style
(curve 1 as red line with small circles, curve 2 means the bluesolid line, curve 3 is the black dashed line). Which
curve corresponds to which function (fA, fB, fC )? Justify your answer.

Problem 4 System of ODEs [13 points]

Consider the initial value problem

2ü1 − ü2 = u1(u2 + u1) ,

−üi−1 + 2üi − üi+1 = ui(ui−1 + ui+1) i = 2, . . . , n− 1 ,

2ün − ün−1 = un(un + un−1) ,

ui(0) = u0,i i = 1, . . . , n ,

u̇i(0) = v0,i i = 1, . . . , n ,

(3)

in the time interval[0, T ].

(4a) [9 points] Implement a Matlab function

function [Tout, Uout] = MyOde ( T, u0, v0 )

that uses Matlab ’sode45 numerical integrator to solve the IVP described above. Here, T> 0 is a scalar, andu0
andv0 aren-dimensional column vectors. The return valueTout should provide the vector of times as returned by
ode45, whereasUout is a matrix whose columns contain approximations of(u1(t), . . . , un(t)) at those times.

HINT: in case this helps you, you might rephrase (on paper) the initial value problem (3) in a different way.

(4b) [4 points] Create a routine

function PlotOde

that plots the components of the solution obtained in the previous subtask with

n = 5 , u0,i = i/n , v0,i = −1 ,

in the interval[0, T ] = [0, 1]. Save the picture asPlotOde.eps .

HINT: a reference solution plot can be seen in Figure 2

Figure 2: Problem 4, reference solution plot.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Trajectories u
1
,...,u

n
 of second order ODE system

 

 

u1
u2
u3
u4
u5

NumCSE Exam Page 4 of 5 Aug. 11th, 2011



Problem 5 Least squares fitting of a quadratic functional [20points]

We want to determine the characteristic matrixM ∈ R
2,2, M = MT , of the homogeneous quadratic functional

ΦM(z) := zTMz , z ∈ R
2 , (4)

from given valuesyi, i = 1, . . . , N , N ∈ N, N > 3, “measured” at pointszi, i = 1, . . . , N . This can be done by
solving the least squares problem

M = argmin
P∈R2,2, P=PT

N
∑

i=1

(ΦP(zi)− yi)
2
. (5)

However, one may insist on getting a positive definite matrixM, which is not guaranteed in (5). Therefore we may
also consider the alternative least squares problem

C = argmin
R∈UT (2)

N
∑

i=1

(ΦRTR(zi)− yi)
2 , (6)

whereUT (2) denotes the space of upper triangular2× 2 matrices. Then we recoverM asCTC.

(5a) [4 points] Show that (5) is a linear least squares problem of the form

‖Ax− b‖2 → min .

Determine the matrixA and the vectorb. What is the concrete vector of unknownsx in (5)?

(5b) [4 points] Write a Matlab function

function M = QuadFit( Z, y ) ,

which takes the pointszi (as column of the2×N -matrixZ) and the valuesyi (as components of theN -vectory) as
arguments and returns the solution of (5) in the2× 2 matrixM.

(5c) [4 points] Show that (6) is a non-linear least squares problem

‖F(x)‖
2
2 → min

for a suitable functionF : UT (2) 7→ R
N . Give a detailed formula forF.

(5d) [8 points] Implement a Matlab function

function R = NlQuadFit( X, y, R0 ) ,

that uses the Gauss–Newton method with initial guessR0 ∈ UT (2) (passed inR0) to solve (6). The meaning of the
other arguments is the same as for sub-problem (5b).

HINT 1: represent the upper triangular matrixR with the vectorr = (R1,1, R1,2, R2,2)
T .

HINT 2: you can test the correctness of your code by choosing a matrix of random values forZ and a fixed s.p.d.
matrixM, and creating the vectory asyi := ΦM(zi).
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