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Abstract. Let (pn) and (qn) be any two non-negative real sequences
with N
Rn = Zpkqn—k #0 (neN).
k=0

With E} — we will denote the Euler summability method. Let (x,,) be a
sequence of real or complex numbers and set

1 & 1 & /k
Ng,quL =5 Z Prkdn—x 5 Z Xy
Rn k=0 2 v—o VY

for n € N. In this paper, we present necessary and sufficient conditions
under which the existence of the st— limit of (x,) follows from that of
st— Ng‘qEL— limit of (xn). These conditions are one-sided or two-sided
if (xn) is a sequence of real or complex numbers, respectively.

1 Introduction

In what follows we give the concept of the summability method known as
the generalized Norlund summability method (N,p,q) (see [1]). Given two
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non-negative sequences (pn) and (qn), the convolution (p * q) is defined by

=(p*qhn = ZPanfk = anfqu-
k=0 k=0

In this paper we suppose R, — oo as 1 — oco. With Ell— we will denote the
Euler summability method. Let (x,,) be a sequence. When (p x q)n # 0 for all
n € N, the generalized Norlund-Euler transform of the sequence (x,) is the

sequence NngJ1 obtained by putting

n 1
NP qEn: (p*q) Zpkqn ksz< > (1)

We say that the sequence (xy) is generalized Norlund-Euler summable to L

determined by the sequences (pn) and (qn) or briefly summable N{}qEJ1 to L
if

lim N* El =L (2)

n—ooo P4

Suppose throughout the paper we assume that the sequence q = (qn) sat-
isfies the following conditions:

qtn—kgzqn—k)k:0)1>2)3a"')n;t>1) (3)
qn,kngtn,k,k:O,1,2,3,~--,tn;0<t<1, (4)
where t, = [t - n].
If
nh_)rroloxn:L (5)

implies (2), then the summation method generated by Np, qul is regular, and

it is satisfied under certain conditions. However, the converse is not always
true. We can show by the following example

Example 1 Let us consider that x = (xi) = (—1)¥, then we have

1 ¢ 1 &k 1
RnkZ_Opkanzké<V>(_ R*ZPan kzk Z ( >1 — 1 asn — oo.

And as we know x = (xy), is not convergent.
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Notice that (2) may imply (5) under a certain condition, which is called a
Tauberian condition. Any theorem which states that convergence of a sequence
follows from its N{}‘qEL summability and some Tauberian condition is said to
be a Tauberian theorem for the N{}’qEJ1 summability method. The inclusion
and Tauberian type theorems are proved in the papers [6, 7, 2, 3, 4, 5, 8], and
some theorems of inclusion, Tauberian and convexity type for certain families

of generalized Norlund methods are obtained in [9].

2 Results

In this paper, we present necessary and sufficient conditions under which
the existence of the limit st — limp—oo Xn = L follows from that of st —
limy oo Ng)qul = L. These conditions are one-sided or two-sided if (x,) is
a sequence of real or complex numbers, respectively.

Definition 1 A sequence (xn) is statistically convergent to L, if for every

€ > 0, we have
.k <nipac— LI > el
lim =0

n—oo n

)

where |Al, stands for cardinality of the set.

The theory of Tauberian is extensively studied by many authors ([1], [2], [3],
[4], [7], [9]). In this section our aim is to find conditions (so-called Tauberian)
under which the converse implication holds, for defined convergence. Exactly,
we will prove under which conditions convergence of sequences (xn), follows
from N;,qul_ convergence.

n

Definition 2 A sequence (xn) is weighted Np’qEL—statz’stically convergent to
L if for every € > 0,

1 & 1 & [k
{kg Rn : Ri § pkqnfkﬁ E <V>XV_I— > 3}‘ =0.
™ k=0 v=0

And we say that the sequence (xy) is statistically summable to L by the
weighted summability method Ng,qul, if st — limy Ng‘qul = L. We denote by
N;})qEL(st) the set of all sequences which are statistically summable.

lim —
n—oo Ry

Theorem 1 If sequence x = (xy) is Ng,qE]]1 summable to L, then sequence

X = (xn) is N{}’qEL— statistically convergent to L. But not conversely.
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Proof. The first part of the proof is obvious. To prove the second part we will
show this example:

Example 2 Let us consider that (py) = (1), (qn_x) = (25), and define

_{\/2>k , for k=2"
Xk =

0 , otherwise

Under this conditions we get:

{kgzn—h Ze}

Hence, it is N]';’GIET]1 statistically summable to 0. On the other hand, if we take
in consideration that k = 2™, we get

1
zn_]Z1'

n
k=0 v=0

n

w2 ()

=0 v=0

VI

-1

k

™

k
< Xy — 00, as M — oo.
v

From last relation follows that x = (xn) is not N{;’qu1 summable to 0.

g

Theorem 2 Let us suppose that sequence (xn)-statistically convergent to L,
and

sup (v+k+n)x, —L| < oco.
0<v<k
0<k<n

neN

n

Then it converges Np’qEL—statz’stically to L. Converse is not true.

Proof. From fact that (x,,) converges statistically to L, we get

. Kk <mnix =L > el
lim —

n—oo n

0.

Let us denote by Be ={k <n:|xy —L| > e} and Be ={k <n:|xx — L| < €}
Then

1 & 1 & [k .
R. Zpkqn—szk Z v Xy —
k=0 v=0

<

1 & 1 & /k
an é qun—kﬁ é <v> (xy — L)
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T « 1 &
Rnépkqn ksz< )lxv—Ll-i-nZqun ksz( )IXV—L|§
keBe keBe

(from given conditions for sequence (x,), there exists a constant C such that
Ixy, — LI < < )

v+k+n
C n 1 k n 1 k
RkZ kankz()()v—i—k—i—n—i_zpkankzo()
KEB. - ke_Be -
C < (I T 1 & [k
o L g 2 (o) e ez () 2
kEBe

< CBe|  maxock<n{prdn-«}

< +e—>04+€ as n— oo
n Rn

To show that converse is not true we will use into consideration this

Example 3 Let us consider that (pn) = 1, (qn_x) = (2) for n € N and we
define the sequence x = (xn), as follows:

1 , for k=m?—m,---,m?—1
xx={ —m , for k=m’,m=2,---
0 , otherwise

Under this conditions, after some calculations we get:

1 n k K 1 n k K
zn_1Z]'Zo<v>X”_] < zn_]ZrZ(v)—] =
V=

k=0 k=0 v=0

From last relation follows that x = (xn) is NngL— summable to 1. Hence
from Theorem 1, (xn) is N{,‘)qul— statistically convergent. On the other hand,
the sequence (m*;m = 2,3---,) has natural density zero and it is clear that
st — liminfy x, = 0 and st — limsup, xn = 1. Thus, (xx) is not statistically
convergent. ]

Theorem 3 If
st—liminfRi>],t>1 (6)
n R

n
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where t,, denotes the integral parts of the [tn] for every n € N, and let (xy) be
a sequence of real numbers which converges to L, N]Tj‘)qET]l— statistically. Then
(xx) is st— convergent to the same number L if and only if the following two
conditions hold:

1
inflimsup — [<k < Ry :
£>1 n R " Rtk—R] ~,

tka]qtk )zio() v—xx) <—ep =0
_ (7)

and

1
02&1 hTIlnsupR— k <Rnp Z Pjqx— ]2]Z< >(Xk—xv) < —€p|=0.

n ]t-H

Remark 1 Let us suppose that st —1limy x, = L; (xn) 4s NquEll— statistically
convergent and relation (6) satisfies, then for every t > 1, is valid the following
relation:

t j :
St_h]{nRtk_Rk Z Pjdt.— JZZ( > v—xK) =0 (9)

=K+ v=0

and in case where 0 <t < 1,

st—lim o Rk— Z Pidicsy Z <'>(Xk_xv) = 0. (10)

)t+1

In the next result, we will consider the case where x = (xy,) is a sequence of
complex numbers.

Theorem 4 Let us suppose that relation (6) is satisfied. And (xn) be a se-
quence of complex numbers, which is NB’qEL— statistically convergent to L.
Then (xn) is st— convergent to the same number L if and only if the following
two conditions hold:

1 kS 1 &/
gfh}lnsupR—Tl k < Ry: R.—Ry j_%r]p]qtkjjé(")(x —xx)| > e€p| =0
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and

Zp]qk 12]Z< >(Xk—xv) >ep| =0.

1
inf lim Sup - k<Ru:
Kj=ty +1

o<t<l n n Rk—
(12)

In what follows we will show some auxiliary lemmas which are needful in
the sequel.

Lemma 1 Condition given by relation (6) is equivalent to this one:
..o Rp
st—liminf — >1, 0<t<]. (13)
n Rtn

Proof. Let us suppose that relation (6) is valid, 0 <t < 1and m = t, = [t-n],
n € N. Then it follows that

Toqgom_ Il
t t ot~
from above relation we obtain:
R R
Rn k3 (2]
> :>st—hm1nf—>st—hm1nf > 1.
Ri, = Ri, Ri, tn

Conversely, let us suppose that relation (13) is valid. Let t > 1 be given
number and let t; be chosen such that 1 < t; < t. Set m = t, = [t - n]. From
0 < < ¢ <1, it follows that:

tn —1 tn] m
< < — =
t t t

provided t; < t — %, which is a case where if n is large enough. Under this
conditions we have:

R
i#stx—liminfﬁzst;\—liminf > 1.

Ro = Ri] n R " Rl

g

Lemma 2 Let us suppose that relation (6) is satisfied and let x = (xx) be a
sequence of complex numbers which is NngL—statistically convergent to L.
Then for every t > 0,

th g1
thpqEn =L
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Proof. (I) Let us consider that t > 1. Then

. tn k
nh_{glo o Z'quﬂ kzk Z < >Xv = Tl.h—>nolo L Z’qutn lk Z < >Xv>
v=0 v=0

th oo

and for every € > 0 we have:

{k <R, :INIREL =T/ > e} C (k< Rp: |Nng; — 1> e

1 ¢ 15
T k=0 v=0

tn 120
Now proof of the lemma in this case follows from relation (14) and st —
lim, Np (B} = L.
(IT) In this case we have that 0 < t < 1. For t, = [t - nl, for any natural
number n, we can conclude that N;f,?qET]l does not appears more than [1+1t']

times in the sequence Ny qEL In fact if there exist integers k, 1 such that
n<t-k<tk+)<---<tk+1-1)<n+1<t(k+1),

then :
n+tl—1)<tk+1-1)<n+1 :>l<1+¥.

And we have this estimation

1
R Hk < Ryt [N EL — 1] > e}‘

§(1+]>Hk<Rtn NI EL — lee}‘

<2(1+1) —Hk<Rtn NpGEL— 11> e},

provided Rin(%) < 2(t+ 1) Reo) which is the case where n is large enough.

From last relation it follows: st — limy Nt? E] =L O

Proposition 1 Let us suppose that relation (6) is satisfied and let x = (x)
be a sequence of complex numbers which is N;‘;’lqul—statistically convergent to
L. Then for every t > 1,

st —lim o——0n —R Zk Pjdt— 12*2 <> (15)

j
=k+1 v=0
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and for every 0 <t <1,

st—lim o——— Z Pilii5; Z (j)xv =L (16)

=ty +1

Proof. (I) Let us consider the case where t > 1. Then we obtain

Z Pkt — sz( )

k=n+1
Re, 1 & 1 & < )
R R 2 PRdnkge )
Riw =Rn Rey 455 v=0
Rn o 1 &

. Rtﬂgmqtn sz<)

N . (17)
R, 1 1
TR R R Pr(dta—k + dn—x — dn—k TZ
th n Ny k=0 v=0
Rn 1 1 (k)
S — 1l X E—
Rtn "R, R, kZ_OPan kzk — v ( v
Rn 1 ¢ 1 & (k
- ﬁ? ZPk(Qtn—k - qn—k)Z*k Z (v) (xy —
S v=0
From
lim su R < oo (18)
n PR — Ry

definition of the sequence (qn), Lemma 2 and relation (17), we get relation
(15).
(IT) In this case we have that 0 < t < 1. Then

o F ek E (gt e
Ro— Prinagr 20 )™ TR, Rtn Prinigr £




260 N. L. Braha

R o 1 & /k R 1 & 1T & [k
tn i _ tn i -
Rn—Re. R Zpkqn Kok g (V) Xy Re—Re. Re. gpkqn—kzk g <\)> Xy

oo
Ko 7Zpkqt kor Z Ve Zpk dn-x—Gt Z
Rn—R¢, R i nTh2k v Ry R“ko " Zk
Now proof of the proposmon is similar to the first part. U

3 Proofs of the theorems

Proof of Theorem 3. Necessity. Suppose that limp o, Xn = L, and (6) holds.
Following Proposition 1, we have

1 In 1 & /K
st — nh—>r2<> ﬁ Z pkq)\nszfk é <V> (xy —xn) =

T k=n+1

St—nhj;oR)\ —R Z Prdr— ksz< )Xv_xn:())

k=n+1
for every A > 1. In case where 0 < A < 1, we find that

St_r}LngoR —R Z Pkn— ksz<> n—X) =

An At
, 1 . 1 & (k
st lim g 2 Prdnig ) <v> =0
k=An+1 v=0
Sufficiency. Assume that conditions (7) and (8) are satisfied. In what follows
we will prove that st—lim,_,o, Xn = L. Or equivalently, st—lim (N{} qEL Xn) =

0. First we will consider the case where t > 1. We will start from this estima-
tion:

n 1
Xn = Np»qEn

tn n j

:R thpthn—Jzi()(')x" ,gan]qn 1220(.)
e St £ (e

) =n-+1 v=0
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For any € > 0, we obtain:

{kan:xk—Ng,qE;ze}c{kan;R_

te £l k ¢l €
Rk(N k Ek—Np,qu) > 2} U

k<R Z Piqty— )2]Z<]>( _Xk)g_g

] k+1

From relation (7), it follows that for every y > 0, exists a t > 1 such that

. 1 e
hTIlnsupR— k<R Zp]qtk JZ]Z<>( —xk) <—€ | <.

n ] =k+1
By Lemma 2 and relation (18) we get
) 1 _ €
limsup - Hk < Ry ¢ IRy (Ry, — Ri) ™ (U, EL — NE ED)| > ZH _o.
Combining last three relations we have:
i 1
hT]fLmsupR—n Hk < Ry :ixg — N];)qE]L > e}‘ <v,
and vy is arbitrary, we conclude that for every € > 0,
) 1
h{nsupR—n Hkg Rn:xk—ng’qE]]< > e}‘ =0. (19)

Now we consider case where 0 < t < 1. From above we get that:

n gl
Xn — Nv»qEn

n

j . tn j .
" Ra— Ry, —Rtn an’q“ 12;)@ anlqtﬂ—Jz;)()

1

j
) _
TR R Z Pjn- i . <V)(Xn Xv)-

j=tn+1 =0

—y

For any € > 0,

R¢,

. kK pl
{k<Rn.xk—prqu>e}C{k<R Rk_Rt

N (NE L N EL) > ;} U
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k j .
1 1 j €
k<Ry:——— E SQk—i = E — < —=
S KRn R — R, P;idk 19 — <V> (Xk Xv) )

K =ty +1

For same reasons as in the case where t > 1, by Lemma 2, we have that for
every € > 0,

) 1
hmsupR—Hkg Rn:xk—ng)qE,Lg—eH =0. (20)
n n
Finally from relations (19) and (20) we get:

. 1
hmsng—n Hk < Rn s I —Ng)un > eH =0. O

Remark 2 Let us suppose that st — limy x = L, st — limy N]];,qE]‘< =1L and
relation (6) satisfies. Then for every t > 1, relation (9) holds, and in case
where 0 < t < 1, relation (10) is valid.

Proof of Theorem 4. We omit it because it is similar to the Theorem 3. [J
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