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Abstract. If A is a rectangular matrix of rank r, then A may be written

as PSQ where P and Q are invertible matrices and S = ( g 8 > This

is the rank normal form of the matrix A.
The purpose of this paper is to exhibit some consequences of this
representation form.

1 Introduction and notation

In the following we shall denote by K a commutative field and by M (m x n, K)
the set of matrices with m lines and n columns with elements in K. By Omn
we shall denote the null matrix with m lines and n columns and by I, the
unit matrix with r lines and r columns.

The purpose of this paper is to exhibit some consequences of the following
representation theorem from [1], [2], [3], [4], [5], [6], [7]-
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Theorem 1 (rank normal form of a matriz). Let A € M (m x n,K) with
rankA = r. Then there are the invertible matrices P € M (m x m,K) and
QeM(n xn,K) and

S = L Ornr € M (m xn,K)

0 m—r,r 0 m—r,n—r

such that A = PSQ.

The exposition of the results is made in an unitary manner using the block
matrices and contains some known inequalities as inequality of Sylvester and
inequality of Frobenius.

The Theorem 9 is new.

2 Main results

In the following we give three representation theorems 2, 3 and 4 which are
direct consequences of Theorem 1.

Theorem 2 Let A € M (m x n, K) withrank A = r. Then there are A1, Ay, ...,
A; € M(m x n,K) matrices of rank 1 such that A = A1+ Ay +...+ A,

Proof. The proof follows from Theorem 1 if we note that the matrix

S — Ir,‘r Or,nfr
Om—r,r Om—r,n—r ’
may be written as the sum of r matrices of rank 1. O

Theorem 3 Let A € M (m x n,K) with rank A = r. Then there are two
matrices with rank equal with v, B € M (m x r,K) and C € M (r x n,K) such
that A = BC.

Proof. From Theorem 1 it follows that there are the invertible matrices P €
M (m x m,K) and Q € M (n x n,K) and

S = v Ornr € M (m xn,K)

@) m—r,r 0 m—r,n—r

such that A = PSQ.
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Note that S = S$1S; where S; = [ L } e M(mxrK) and S; =

Om—r,r
Iy Orn—] € M (r x 1, K).
If we put B = PS; and C = §;Q we have A = BC and rank B = rank (PS;) =
rank Sy = r, rank C = rank (S;Q) =rank S; = . O

Theorem 4 Let A € M (n x n,K) with rank A = r. Then there exists two
matrices with rank v, B € M (n x n,K) and C € M (n x n,K) such that A =
BC.

Proof. From Theorem 1 it follows that there are two invertible matrices P, Q €
M (n x n,K) and S = diag [I;r, On—rn—] such that A = PSQ. Let B = PS and
C =SQ.

From the equality S* = S we have that A = B - C. We have

rank B = rank (PS) = rank S = r and rank C = rank (SQ) = rank S =r

Lemma 1 Let A e M(m xn,K),Be M(p x q,K), S = Lr Orp—r
O‘n.—r,‘r On—'r,p—r

I
EMMnxp,K),S = {6’:1_”] e M(nxm1X),S; =y, O0rpl € M (r xp,K).
Then the following statements are true:

i). rank (AS) > rankA+1—n
ii). rank (ASy) = rank (ASS;)
iii). rank ($;S,B) = rank (S;B).
Proof.
. Al Ay
i). Let A = As As where Aj € M(rx1,K), Ay € M(rx (n—r),K),

AzeM(m—1)x1,K),AyeM((m—71) x (n—r1),K).
We have

rank (AS) = rank ([ A A ] . [ I Orp—r })

Az Ay On—r,r On—r,p—r

_ Aj Or,p—r _ A1A2 . Or,r Az
= rank [ A3 Onorpr ] =rank <[ AsAy } rank [ Omrr A ]>
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A Ay Al
> — > —
> rank { As Ay } rank [ A ] >rankA+r1r—n

ii). We have

_ A1 AZ Ir,r _ A]
rank (AS7) rank([ As Ay } [ O rs ]) rank[ A ]

)

_ A A IT,T Or,'p—r -
= rank ([ As Ay } [ Onorr Onrpr ]) =rank (AS$;S;)

)

iii). We can write

_ | Bi B2
B_[& &}
where By € M(rxnK),B, € M(rxq—n,K),Bs € M((p—r) x1,K),
BseM((p—71) xq—r1,K).
We have

— — IT»T OT‘»'P_T B] BZ
rank (81828) = rank (S’ B) = rank <|: On—r,r OnfT,‘P*T :| |: B3 B4 :|>

= rank { By B,
Op—rr Op—ryg—r

=mﬂ<memJ[; §}>:mﬁﬁﬁy

] = rank [B1B3]

g
Theorems 5 and 6 may be found in the papers [1], [2], [3], [4], [5], [6], [7]-

Theorem 5 (Sylvester). Let A € M (m x n,K),B € M (n xp,K). Then is
true that

rank (AB) > rank A +rankB —n

Proof. The rank normal form of matrix B is B = PSQ, rank B = r where
PeM(n xn,K)and Q € M (p x p,K) are invertible and

I Orp—
S=1| 2" hPT e M(n xp,K).
Onfr,r Onfr,pfr ( P )

According with Lemma 1 i). we have

rank (AB) = rank (APSQ) = rank (APS) > rank (AP) +1r—n
=rank A +rankB —n
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Theorem 6 (Frobenius). Let A € M (m xn,K),B € M(nxp,K),Ce M
(p x q,K) then the following inequality is true

rank (AB) + rank (BC) < rank B + rank (ABC)

Proof. Let r = rank B and the rank normal form of B is B = PSQ where
PeM(n xn,K)and Q € M (p x p,K) are invertible. We shall apply Lemma
1, ii). and iii). and Sylvester inequality and we will obtain:

rank (ABC) = rank (APSQC) = rank (APS,S,QC)
> rank (APSy) + rank (S,QC) —r
= rank (APS1S;) + rank (§;5,QC) —r
= rank (APSQ) + rank (PSQC) —r
=rank (AB) 4+ rank (BC) —rank B

0

Theorem 7 Let A € M (n x n,K) and the sequence (ap)p>1 defined by ap =
rank (AP), p > 1. Then the following statements hold: -

i). (ap)p21 is decreasing
ii). 2ap11 < ap + apy2 for eachp > 1
ili). ap = apq1 implies that ap, = apy¢ for each t > 1.
Proof. i). We have
apy1 = rank (ApH) < min (rank (A)P ;rank A) < rank (AP) = a,

for each p > 1.
ii). From Theorem 5 we have for p > 1
rank (AAP) + rank (APA) < rank (AP) + rank (AAPA)

this inequality is equivalent with

Zaer] < ap + ap+42

for each p > 1.
iii). It results from i) and ii). O
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Theorem 8 Let A € M (n xn,K) and qa the minimal polynomial of the
matriz A. Then the following inequality hold

deg (gqa) < 1+ rank A

Proof. We de note
r =rank A

From Theorem 2 it follows that it exists B € M (n x r,K) and C € M (r x n, K)
such that A = BC.

Let D=CB € M (r x r,K) and fp (t) = det (tI, — D), t € K.

We have from Hamilton-Cayley-Frobenius theorem that

It follows that
Bfp (CB)C =0,

Because B (CB)P C = (BC)? BC for p > 1.
We obtain that
fp (BC)BC = O,y

Let g(t) = tfp (t),t € K and note that degg = v+ 1. We have g (A) = Op
and that qalg, so

degqa <degg=71+1=1+rankA
O

Theorem 9 Let A € M (n x n,K). Then the following statement are equiva-
lent

i). A2=0,
ii). There are B,C € M (n x n,K) with the following properties
A =BC and CB =0,

Proof. ii). = i). Let A = BC with CB = O,,. We have
A% = BCBC = BO,,C = O,

i). = ii). Let A = PSQ the rank normal form of A. Note that S?> = S. We
put B =PS and C = SQ. We have

On = A? = BCBC = PSSQPSSQ = PSQPSQ

Because P and Q are invertible, we obtain that SQPS = O,,. It follows that
CB =0, and A = BC. O
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