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ON I-STATISTICAL AND I-LACUNARY STATISTICAL

CONVERGENCE OF WEIGHT g

EKREM SAVAS, PRATULANANDA DAS

Abstract. In this paper, following a very recent and new approach of [1],

we further generalize recently introduced summability methods in [6] (where
ideals of N were used to extend certain important summability methods) and

introduce new notions, namely, I-statistical convergence of weight g and I-

lacunary statistical convergence of weight g, where g : N→ [0,∞) is a function
satisfying g (n) → ∞ and n/g (n) 9 0. We mainly investigate their relation-

ship and also make some observations about these classes. Our results extend

the recent results of [7].

1. Introduction

The idea of convergence of a real sequence was extended to statistical convergence
by Fast [8] ( see also Schoenberg [26] ) as follows : If N denotes the set of natural
numbers and K ⊂ N then K(m,n) denotes the cardinality of the set K ∩ [m,n].
The upper and lower natural density of the subset K is defined by

d(K) = lim sup
n→∞

K(1, n)

n
and d(K) = lim inf

n→∞

K(1, n)

n
.

If d(K) = d(K) then we say that the natural density of K exists and it is denoted

simply by d(K). Clearly d(K) = lim
n→∞

K(1, n)

n
.

A sequence (xn) of real numbers is said to be statistically convergent to L if for
arbitrary ε > 0, the set A(ε) = {n ∈ N : |xn − L| ≥ ε} has natural density zero.
Statistical convergence turned out to be one of the most active areas of research
in summability theory after the works of Fridy [11] and Šalát [21]. For some very
interesting investigations concerning statistical convergence one may consult the
paper of Moricz [20] where more references on this important summability method
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can be found.

The idea of statistical convergence was further extended to I-convergence in
[13] using the notion of ideals of N with many interesting consequences. More
investigations in this direction and more applications of ideals can be found in
[5, 6, 15, 16, 24, 25] where many important references can be found.

In another direction, a new type of convergence called lacunary statistical conver-
gence was introduced in [12] as follows. A lacunary sequence is an increasing integer
sequence θ = (kr) = (k0 < k1 < . . . ) such that k0 = 0 and hr = kr − kr−1 →∞, as
r →∞. Let Ir = (kr−1, kr] and qr = kr

kr−1
.

A sequence (xn) of real numbers is said to be lacunary statistically convergent
to L (or, Sθ-convergent to L) if for any ε > 0,

lim
r→∞

1

hr
|{k ∈ Ir : |xk − L| ≥ ε}| = 0

where |A| denotes the cardinality of A ⊂ N. In [12] the relation between lacunary
statistical convergence and statistical convergence was established among other
things. More results on this convergence can be seen from [17, 22, 23].

Recently in [6, 24] we used ideals to introduce the concepts of I-statistical con-
vergence and I-lacunary statistical convergence which naturally extend the notions
of the above mentioned convergences.

On the other hand in [2, 3] a different direction was given to the study of statis-
tical convergence where the notion of statistical convergence of order α, 0 < α < 1
was introduced by using the notion of natural density of order α (where n is replaced
by nα in the denominator in the definition of natural density). It was observed in
[2] that the behaviour of this new convergence was not exactly parallel to that of
statistical convergence and some basic properties were obtained. One can also see
[4] for related works.

Very recently in has been shown in [1] that one can further extend the concept of
natural or asymptotic density (as well as natural density of order α) by considering
natural density of weight g where g : N→ [0,∞) is a function with lim

n→∞
g (n) =∞

and n
g(n) 9 0.

In a natural way, in this paper we combine the approaches of [6] and [1] and
introduce new and more general summability methods, namely, I-statistical con-
vergence of weight g and I-lacunary statistical convergence of weight g. In this
context it should be mentioned that the concept of lacunary statistical convergence
of weight g (which happens to be a special case of I-lacunary statistical conver-
gence of weight g) has also not been studied till now. We mainly investigate their
relationship and also make some observations about these classes. Our results in
some way extend the recent results of [7].
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2. Basic definitions and facts

The following definitions and notions will be needed in the sequel.

Definition 1. A non-empty family I ⊂ 2N is said to be an ideal of N if the follow-
ing conditions hold:
(a) A,B ∈ I imply A ∪B ∈ I,
(b) A ∈ I, B ⊂ A imply B ∈ I.

Definition 2. A non-empty family F ⊂ 2N is said to be a filter of N if the following
conditions hold:
(a) φ /∈ F ,
(b) A,B ∈ F imply A ∩B ∈ F ,
(c) A ∈ F , A ⊂ B imply B ∈ F .

If I is a proper nontrivial ideal of N (i.e. N /∈ I), then the family of sets
F(I) = {M ⊂ N : ∃ A ∈ I : M = N \ A} is a filter of N. It is called the filter
associated with the ideal I. A proper ideal I is said to be admissible if {n} ∈ I for
each n ∈ N.

Throughout I will stand for a proper admissible ideal of N.

Definition 3. ([13], See also [15])
(i) A sequence (xn) of elements of R is said to be I-convergent to L ∈ R if for

each ε > 0 the set A(ε) = {n ∈ N : |xn − L| ≥ ε} ∈ I.

(ii) A sequence (xn) of elements of R is said to be I∗-convergent to L ∈ R if
there exists M ∈ F(I) such that (xn)n∈M converges to L.

We now present the basis of our main discussions. Let g : N → [0,∞) be a
function with lim

n→∞
g (n) =∞. The upper density of weight g was defined in [1] by

the formula

dg(A) = lim sup
n→∞

A(1, n)

g (n)

for A ⊂ N where as before A(1, n) denotes the cardinality of the set A∩ [1, n]. Then
the family

Ig = {A ⊂ N : dg(A) = 0}
forms an ideal. It has been observed in [1] that N ∈ Ig iff n

g(n) → 0. So we addition-

ally assume that n/g (n) 9 0 so that N /∈ Ig and Ig is a proper admissible ideal
of N. The collection of all such weight functions g satisfying the above properties
will be denoted by G. As a natural consequence we can introduce the following
definition.

Definition 4. A sequence (xn) of real numbers is said to converge dg−statistically

to x if for any given ε > 0, dg(A(ε)) = 0 where A(ε) is the set defined in Definition
3.
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3. Main Results

We first introduce our main definition.

Definition 5. A sequence x = (xn) is said to be I−statistically convergent of
weight g to L or S (I)

g
convergent to L if for each ε > 0 and δ > 0{

n ∈ N :
1

g (n)
|{k ≤ n : |xk − L| ≥ ε}| ≥ δ

}
∈ I.

In this case we write xk → L (S (I)
g
) . The class of all sequences that are I-

statistically convergent of weight g will be denoted simply by S (I)
g
.

Remark. For I = Ifin, S (I)
g −convergence coincidences with statistical conver-

gence of weight g. Further taking g (n) = nα, it reduces to I statistical convergence
of order α [7].

Example 1. Let us consider the sequence (λn) where λn = 1 for n = 1 to 10 and
λn = n − 10 for n > 10 and take I = Id (the ideal of density zero sets of N) and
let A =

{
12, 22, 32, 42, ...

}
. Choose g to be monotonically increasing.

Define x = (xk) by

xk =

 k for n− [
√
g (λn)] + 1 ≤ k ≤ n, n /∈ A

k for n− λn + 1 ≤ k ≤ n, n ∈ A
0 otherwise.

Then for every ε > 0 (0 < ε < 1), as

1

g (λn)
|{k ∈ In : |xk| ≥ ε}| =

√
g (λn)

g (λn)
→ 0

as n→∞ and n /∈ A where as usual, In = [n− λn + 1, n] . So for any δ > 0,{
n ∈ N :

1

g (λn)
|{k ∈ In : |xk| ≥ ε}| ≥ δ

}
⊂ A ∪ {1, 2, ...,m1}

for some m1 ∈ N. Now fix δ > 0. Note that lim
n→∞

n−λn

g(n) = 10
g(n) → 0 and consequently

we can choose m2 ∈ N such that n−λn

g(n) < δ
2 for all n ≥ m2. We can now observe

that for the above ε > 0,

1

g (n)
|{k ≤ n : |xk| ≥ ε}| =

1

g (n)
|{k ≤ n− λn : |xk| ≥ ε}|+

1

g (n)
|{k ∈ In : |xk| ≥ ε}|

≤ n− λn
g (n)

+
1

g (n)
|{k ∈ In : |xk| ≥ ε}|

≤ δ

2
+

1

g (n)
|{k ∈ In : |xk| ≥ ε}|

for all n ≥ m2. Therefore{
n ∈ N :

1

g (n)
|{k ≤ n : |xk| ≥ ε}| ≥ δ

}
⊂

{
n ∈ N :

1

g (λn)
|{k ∈ In : |xk| ≥ ε}| ≥

δ

2

}
∪ {1, 2, 3, ...,m2}

⊂ A ∪ {1, 2, 3, ...,m}
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where m = max {m1,m2}. Clearly the set on the right hand side belongs to I
and consequently the set on the left hand side also belongs to I. This shows that
x = (xk) is I− statistically convergent of weight g to 0.

We now introduce the other main definition.

Definition 6. Let θ be a lacunary sequence. A sequence x = (xn) is said to be I−
lacunary statistically convergent of weight g to L or Sθ(I)

g
convergent to L if for

each ε > 0 and δ > 0{
r ∈ N :

1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| ≥ δ

}
∈ I.

In this case we write xk → L (Sθ(I)
g
) . The class of all I− lacunary sequences of

weight g will be denoted simply by Sθ (I)
g
.

Below we examine the inclusion between different classes arising out of different
weight functions g.

Theorem 3.1. Let g1, g2 ∈ G be such that there exist M > 0 and j0 ∈ N such that
g1(n)
g2(n)

≤M for all n ≥ j0. Then S(I)
g1 ⊂ S(I)

g2 .

Proof. For any ε > 0,

|{k ≤ n : |xk − L| ≥ ε}|
g2 (n)

=
g1 (n)

g2 (n)
· |{k ≤ n : |xk − L| ≥ ε}|

g1 (n)

≤ M · |{k ≤ n : |xk − L| ≥ ε}|
g1 (n)

.

for n ≥ j0. Hence for any δ > 0,{
n ∈ N :

|{k ≤ n : |xk − L| ≥ ε}|
g2 (n)

≥ δ
}

⊂
{
n ∈ N :

|{k ≤ n : |xk − L| ≥ ε}|
g1 (n)

≥ δ

M

}
∪ {1, 2, ..., j0} .

If x = (xn) ∈ S(I)
g1 then the set on the right hand side belongs to the ideal I and so

the set on the left hand side also belongs to I. This shows that S(I)
g1 ⊂ S(I)

g2 . �

Similar inclusion relations hold for Sθ(I)
g

also. It is easy to check that both
S(I)

g
and Sθ(I)

g
are linear subspaces of the space of all real sequences. Next we

present a topological characterization of these spaces. As both the proofs are sim-
ilar, we give the detailed proof for the class Sθ(I)

g
only.

Theorem 3.2. Sθ(I)
g ∩ `∞ is a closed subset of `∞ where `∞ is the Banach space

of all bounded real sequences endowed with the sup norm where g ∈ G is such that
g(n)
n ≤M for all n ≥ j0 for some M > 0 and j0 ∈ N.

Proof. Suppose that (xn) ⊆ Sθ(I)
g ∩ `∞ is a convergent sequence and it converges

to x ∈ `∞. We need to show that x ∈ Sθ(I)
g ∩ `∞. First note that Sθ(I)

g ⊆ Sθ (I)
(by Theorem 3.1 and in view of the choice of the function g) and it is known that
Sθ (I) ∩ `∞ is closed in `∞ (see Theorem 1 [6]) which implies that x ∈ Sθ(I) ∩ `∞.
Again as xn ∈ Sθ(I)

g ⊆ Sθ (I) ∀ n = 1, 2, 3, ..., xn is I− statistically convergent
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to some number Ln for n = 1, 2, 3, .... Then following the arguments of Theorem
2.13 [7] we can show that the sequence of real numbers (Ln) is convergent to some
number L. We now show that x → L (Sθ(I)

g
). Fix ε > 0 and choose a strictly

decreasing sequence of positive real numbers (εn) converging to 0. Choose m ∈ N
such that εm < ε

4 , ‖x− xm‖∞ < ε
4 , |Lm − L| < ε

4 . Then

1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| ≤

1

g (hr)
|{k ∈ Ir : |xmk − Lm|+ ‖xk − xmk ‖∞ + |Lm − L| ≥ ε}|

≤ 1

g (hr)

∣∣∣{k ∈ Ir : |xmk − Lm|+
ε

4
+
ε

4
≥ ε
}∣∣∣

≤ 1

g (hr)

∣∣∣{k ∈ Ir : |xmk − Lm| ≥
ε

2

}∣∣∣ .
Consequently {

r ∈ N :
1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| < δ

}
⊇

{
r ∈ N :

1

g (hr)

∣∣∣{k ∈ Ir : |xmk − Lm| ≥
ε

2

}∣∣∣ < δ

}
∈ F (I) .

Hence {
r ∈ N :

1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| < δ

}
∈ F (I)

and so {
r ∈ N :

1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| ≥ δ

}
∈ I.

This shows that x→ L (Sθ(I)
g
) . �

Theorem 3.3. S(I)
g ∩ `∞ is a closed subset of `∞ where g ∈ G is such that

g(n)
n ≤M for all n ≥ j0, for some M > 0 and j0 ∈ N.

Remark. Theorem 2.13 and Theorem 2.14 [7] are special cases of Theorem 3.2
and Theorem 3.3 respectively.

Next we establish a result in line of Theorem 2 [6] and Theorem 2.17 [7] for
I-lacunary statistical convergence of weight g. For this we introduce the following
definition.

Definition 7. Let θ be a lacunary sequence. A sequence x = (xn) is said to be
Nθ(I)

g−convergent to L if for any ε > 0,{
r ∈ N :

1

g (hr)

∑
k∈Ir

|xk − L| ≥ ε

}
∈ I.

It is denoted by xk → L (Nθ(I)
g
) and the class of all such sequences is denoted

simply by Nθ(I)
g
.

Theorem 3.4. Let θ = (kr) be a Lacunary sequence. Then

(a) xk → L (Nθ(I)
g
)⇒ xk → L (Sθ(I)

g
) , and

(b) Nθ(I)
g

is a proper subset of Sθ(I)
g
.

Proof. (1)
(a) The proof similar to the proof of Theorem 2.17 (a) [7] and so is omitted.
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(b) To prove that inclusion Nθ(I)
g ⊂ Sθ(I)

g
is proper, let θ be given and define

xk to be 1, 2, ...,
[√

g (hr)
]

at first
[√

g (hr)
]

integers in Ir and xk = 0

otherwise for all r = 1, 2, 3...... Now for any ε > 0,

1

g (hr)
|{k ∈ Ir : |xk − 0| ≥ ε}| ≤

[√
g (hr)

]
g (hr)

and consequently for any δ > 0, we get{
r ∈ N :

1

g (hr)
|{k ∈ Ir : |xk − 0| ≥ ε}| ≥ δ

}
⊆

r ∈ N :

[√
g (hr)

]
g (hr)

≥ δ

 .

Note that the set on the right hand side is a finite set and so is a member
of I. Thus xk → 0 (Sθ(I)

g
) . Again observe that

1

g (hr)

∑
k∈Ir

|xk − 0| = 1

g (hr)

[√
g (hr)

] ([√
g (hr)

]
+ 1
)

2
.

Hence{
r ∈ N :

1

g (hr)

∑
k∈Ir

|xk − 0| ≥ 1

4

}
=

r ∈ N :

[√
g (hr)

] ([√
g (hr)

]
+ 1
)

g (hr)
≥ 1

2


= {p, p+ 1, p+ 2, ...}

for some p ∈ N which evidently belongs to F (I) as I is admissible. There-
fore xk 9 0 (Nθ(I)

g
)

�

Remark. In Theorem 2 [6] it was further proved that

(c) x ∈ `∞ and xk → L (Sθ (I))⇒ xk → L (Nθ (I)) ,
(d) Sθ (I) ∩ `∞ = Nθ (I) ∩ `∞

It is not clear whether these results hold for any g ∈ G and we leave it as an open
problem.

In the remaining results we intend to investigate the relationship between the two
new convergence methods introduced above, namely, I−statistical and I−Lacunary
statistical convergence of weight g.

Theorem 3.5. For any Lacunary sequence θ, I−statistical convergence of weight
g implies I−Lacunary statistical convergence of weight g if

lim inf
r

g (hr)

g (kr)
> 1.

Proof. Since lim inf
r

g(hr)
g(kr)

> 1, so we can find a H > 1 such that for sufficiently

large r we have

g (hr)

g (kr)
≥ H.
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Since xk → L (S(I)
g
), hence for every ε > 0 and sufficiently large r we have

1

g (kr)
|{k ≤ kr : |xk − L| ≥ ε}| ≥

1

g (kr)
|{k ∈ Ir : |xk − L| ≥ ε}|

≥ H · 1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| .

Then for any δ > 0 we get

{
r ∈ N :

1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| ≥ δ

}
⊆

{
r ∈ N :

1

g (kr)
|{k ≤ kr : |xk − L| ≥ ε}| ≥ Hδ

}
∈ I.

This shows that xk → L (Sθ(I)
g
) . �

For the next result as in [6] we assume that the lacunary sequence θ satisfies the
condition that for any set C ∈ F (I)

⋃
{n : kr−1 < n < kr, r ∈ C} ∈ F (I) .

Theorem 3.6. For a lacunary sequence θ satisfying the above condition, I−Lacunary
statistical convergence of weight g implies I−statistical convergence of weight g

(where g (n) 6= n), if sup
r∑
i=1

g(hi)
g(kr−1)

= B(say) < ∞ where g is further assumed to

be monotonically increasing.

Proof. Suppose that xk → L (Sθ(I)
g
). For ε, δ, δ1 > 0 define the sets

C =

{
r ∈ N :

1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}| < δ

}

and

T =

{
n ∈ N :

1

g (n)
|{k ≤ n : |xk − L| ≥ ε}| < δ1

}
.

From our assumption it follows that C ∈ F (I), the dual filter of I. Also note that

Aj =
1

g (hj)
|{k ∈ Ij : |xk − L| ≥ ε}| < δ
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for all j ∈ C. Let n ∈ N be such that kr−1 < n < kr for some r ∈ C. Now

1

g (n)
|{k ≤ n : |xk − L| ≥ ε}|

≤ 1

g (kr−1)
|{k ≤ kr : |xk − L| ≥ ε}|

=
1

g (kr−1)
|{k ∈ I1 : |xk − L| ≥ ε}|+ · · ·+

1

g (kr−1)
|{k ∈ Ir : |xk − L| ≥ ε}|

=
g (n1)

g (kn−1)
· 1

g (h1)
|{k ∈ I1 : |xk − L| ≥ ε}|+

g (h2)

g (kr−1)
· 1

g (h2)
|{k ∈ I2 : |xk − L| ≥ ε}|

+ ...+
g (hr)

g (kr−1)
· 1

g (hr)
|{k ∈ Ir : |xk − L| ≥ ε}|

=
g (h1)

g (kr−1)
·A1 +

g (h2)

g (kr−1)
·A2 + ...+

g (hr)

g (kr−1)
·Ar

Now choosing δ1 = δ
B and since

⋃
{n : kr−1 < h < kr, r ∈ C} ⊂ T where C ∈ F (I)

it follows from our assumption on θ that the set T also belongs to F (I) and this
complete the proof of the theorem �
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