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ABSTRACT. We give conditions for the parabolic evolution operator to be an-
alytic with respect to a coefficient operator. We also show that the solution
of a homogeneous parabolic evolution equation is analytic with respect to the
coefficient operator and to the initial data. We apply our results to example
that can not be studied by the standard methods.

1. INTRODUCTION

Despite the great development in the theory of nonlinear parabolic equations,
some gaps remain in the theory of nonautonomous linear parabolic equations. To
formulate the question more precisely, consider two Banach Spaces X,Y with Y C
X, densely, with continuous immersion and call by Z, = (X,Y),, 0 < a < 1, an
interpolation space between X and Y obtained by a suitable interpolation method
(, )a. For all t € J, where J is an interval, let R(t),S(t) be closed linear operators
in X with constant domain Y such that there exist parabolic evolution operators
Tr and Ts satisfying the equations:

%(t, s)+ R(t)Tr(t,s) =0, Tgr(s,s)=1
dd%(m s)+St)Ts(t,s) =0, Ts(s,s)=1,

where (t,s) € {(t,s) : t,s € J,t > s} and I is the identity operator in X. We have
estimates such as

ITa(ts5) = Ts(t 9)llccza,z) < elt = )"~ max{|R() = SOl covx)

using many types of interpolation methods, where ¢ > 0, « € (0, 1] and 5 € [0,1). In
particular, if a = 3, roughly speaking, we have a Lipschitz continuous dependence
of the evolution operator in relation to the operator. In fact, this seems be the best
available result for parabolic evolution operators in infinite dimension. Here, in a
less general setting, we present better results.
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Let X be a Banach space and A a constant linear closed operator in X and Tp
the parabolic evolution operator which is the solution of the equation

dTp

dt (
where P = P(t) is a time dependent operator called here a coeflicient operator,
such that P varies in an open set of the space of the functions which are continuous
functions from J to £(Z,), with Z, = (X,Y), for some p € (0,1), and Holder
continuous from J to £(X). We define the open condition, putting the usual hy-
pothesis to obtain the existence of a parabolic evolution operator. As an additional
hypothesis, we suppose that P(t) is an isomorphism in X and in X,,. Thus, we
prove that the evolution operator with respect to the coefficient operator is analytic
and the solution of the equation

du
T + P(t)Au(t) =0, wu(s)=¢

is analytic with respect to P and &.

The main references are: [0], [6] and [10], for the theory of parabolic evolution
operators; [I] and [7], for the application of those operators in the context of the
interpolation spaces; [3], for a direction and motivation in a geometrical point of
view.

Finally, we need to observe that the equations which are being considered have

operators with constant domain. This restriction limits the applications of the
results obtained here in concrete cases, for example, in diffusion equations with
time-dependent linear boundary conditions.
Notation: For the readers convenience, we introduce here the basic notation.
When necessary, additional notation will be given. We refer to X, Y, Z, and so
on, as complex Banach spaces, J as a real interval and £(X,Y) as the Banach
space of all linear bounded operators from X to Y. If X =Y, we use L(X). For a
linear operator T', we use p(T") and o(T') as the resolvent and spectral set of 7" and
we denote Reo(T) > ¢ as the subset {\ € o(T)|Re(\) > c¢}. Also, we denote as
C(J, Z) the Banach space of all bounded continuous functions u defined in J with
values in Z with the norm given by

t,s)+ P(t)ATp(t,s) =0, Tp(s,s)=1,

t .
e [u(t)] 2

Moreover, for € € (0,1], C¢(J, Z) denotes the Banach space of all Hélder continuous
functions whose the norm of the space is the finite number

u(t) — u(s
sup u(t)]; + sup 1=z
teJ t,s€J t#£s It — sl
For the Banach space X NY, we use the norm ||w||xny = min{||w| x, ||w||y} with
w € X NY. Finally, the symbol A is the set {(¢,s), t > s,t,s € J}.

2. ANALYTIC SEMIGROUPS AND INTERPOLATION SPACES

On using the interpolation spaces theory, we adopt a non-direct method. It
consists on considering only the necessary properties to reach an estimate which
is related to the analytic semigroups used to obtain the stated regularity results.
In the following, only the first definition is unusual in classical books about inter-
polation space theory. Indeed, in such books, these properties are obtained as a
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consequence of an explicit definition for each interpolation method. The other two
definitions are standard and included here for the sake of the understanding.
Notation: In the following, for any Banach space, for convenience, we denote
(X,Y)o:=X and (X,Y); :=Y.

Definition 2.1. We say that an interpolation method (, ), has the property 1 if
for any two Banach spaces X,Y with Y C X, continuously, it is true that:
(i) Each (X,Y),, 0 < a < 1, is a Banach space;
(i) (X, X)p =X, (Y,Y ) =Y with equivalent norms for each 6 € (0,1);
(iii) (X,Y)s C (X,Y)s, continuously, if a > § with «, 3 € [0, 1].

Definition 2.2. We say that the interpolation method (, ), has the reiteration
property if for any two Banach spaces Y, Z, we have:

(Y, Z)a, (Y, Z)p)o = (Y, Z) (1-0)a+0
with equivalent norms form each «, 3 € [0,1] and 0 € (0, 1).

Definition 2.3. We say that an interpolation method (, ), has the interpolation
property if, for all Banach spaces Zy, Zs, Wy, Wy such that Wy C Z;, Wy C Zs,
continuously, and for all T € L(Z1, Zs) N L(W7, W), we have that, for each 6 €
(0,1),

TN 221, W1)0,(22,W2)e) < COHTngzthQ)”TH%(Wl,Wg)
where ¢ > 0 does not depend on 7.

Definition 2.4. Let X,Y be Banach spaces such that Y C X, continuously. We
say that (X,Y), is an interpolation space between X and Y if the method (, )a
has the property 1, the interpolation and the reiteration properties.

In the following, if Xy, X; are two Banach spaces with X; C X, continuously,
we denote as Xy the interpolation space (X, X1)g for 6 € (0,1). Calderon [12] and
Hans Triebel [I3] sections 1.9.3, theorem A and remark 1] give us that the complex
interpolation method is an interpolation method as defined above. By Lunardi [7],
the same is true for the real interpolation method.

Next, we consider sectorial operators, i.e., operators which generate analytic
semigroups (for definition of sectorial operator and analytic semigroup see [3]). It
is well known a sectorial operator A generates an analytic semigroup e *4. But here,
we have to obtain estimates for the bounded operators e~*4 between interpolation
spaces uniformly with respect to A, thus we need to consider a slight modification
on the definition of sectorial operator.

Definition 2.5. Let X,Y be Banach spaces such that Y C X, continuous and
densely. We define a family of sectorial operators in X with domain Y as any set
S of closed linear operators in X such that:
(i) D(S) =Y with uniformly equivalents norms for all S € S;
(ii) There exists w and 6 € (0, 7/2) such that the subset S, 9 = {\ € C|arg(A—
w) > w/2 =60 or A\ = w} is in the resolvent set of each S, S € §, and
(Al + DA = 8) Y| £(x) is uniformly bounded for all A € S, 9 and S € S.

Proposition 2.6. Let S be a family of sectorial operators in Xy with domain X;.
If all S € S have Reo(S) > w, for a constant w, then there exist ¢,¢’ > 0 such that
(i) He_tSHL(XQ,XB) <c(l4+thHBae vt fort >0 and0<a < B <1;
(i) [[Se ™ g(xun,xp) < L+ )72t fort >0 and 0 < < B < 1.



4 A. S. MUNHOZ, A. C. SOUZA FILHO EJDE-2009/31

Proof. By [3, Theorem 1.3.4], there exist ¢1,c2 > 0 such that
le™ N eixe) S cre™" s [1Se™ 5l o(xy) < ot ™t
for all S € §. Call my and msy two positive numbers such that:
mallyllpes) < lllx, < mallyllpes)
for all S € S in which we have denoted [|y||p(s) = [lyllx, + [|Syllx,- So
le™ M 2(x0.x1) < ea(l+t7 e
where c3 = mymax{cy,ca}. Suppose y € X, t > 0. Since Se ™ty = e 53y, we

have that

cimg _
et

le™ N eexy) <

For a € (0,1), Xo = (X0, X1)a and X; = (X1, X1), with equivalent norms, calling
ca >0 for |lyllx, < cllyllix,,x,)., we have that:

e 2(xu,x1) < calle™ ™ o((Xo,X1)e, (X1, X1)0) -

But, by the interpolation property,

le™* %l 2((x0, X0 wr(1,x1000) < Colle™ 5%y xlle™ S E ey x0)
so
le™ N o(xa,x1) < colerma/ma)¥ ey “eq(L+ 1) "% "
Now, by the reiteration property, for a € [0,1), 8 € (0,1), Xo = (Xo, Xa/s)s, S0

taking c5 such that ||w[(x,,x, /), < csl|wllx, for all w € X,, we have that:

e Nl e(xaxs) < €sle™ (X0, Xa ) (X0, X1)0) -

Thus the interpolation property gives

—t5 81— e
e~ eox x < cocslle S I5 e 1
or, if a < g,

le™ 5l ixaxp S e+t %!

where ¢ = cé+5ci_ﬁ+ac§_acfc5(mg/ml)a. Finally, since, for t > 0, Se™*° =

e 18/2G8e15/2 we have:

IS¢ ex ) < e

—t5/2

2(x0.x0) 1SN 2(x1.x0) lle l2(xa.x1)

or
SeftS < C/ 1 + t71 ﬁfaJrlefwt
L(XOC7X;3) - ’

where ¢/ = 28-a+12HB 10t Iima 400 ), 1t O
3. ToPOLOGY

We start this section with a preliminary result on linear operators in a way we
have not seen in classical references such as [2] or [4].

Proposition 3.1. Let A be a linear closed operator, densely defined in a Banach
space X, and let Y be the domain of A with the graph norm (or only that 'Y is a
Banach space, continuously immersed in X, such that D(A) C Y, continuously).
Then

(a) The normed space D(A+ H) with the graph norm satisfies D(A) C D(A+
H), continuously, for any H € L(Y, X) and uniformly in a bounded subset
of LY, X);
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(b) If p(A) is not void, we have that D(A+ H) C D(A), continuously for all
H € £(Y, X), such that | | cv.x) < | —4) " zhy.y, Jor anyw € p(4),
and with uniformly continuous immersion for all H, with |H| sy, x) <
I[(w— A)_lHZ(IX y)y and 0 <1 <1. In any case, w € p(A+ H).

Proof. Let m1 > 0 be such that m|ly|ly < [|yllpcay- So

I H|l £y, x) )
my

1yllpasm = llyllx +[I(A+ H)yllx <1+ 1yl ocay

which proves item (a).
The proof of (b) is more delicate. Take w € p(A). Firstly, we recall that w €
p(A+ H) if |H||z(y,x) is sufficiently small. In fact:

W (A+H) = (I - H(w—A)"Nw—A4),
so if [|H|| £y, x)l(w = A)~Hlz(x,y) = h < 1, h depending on H or [ H| £y, x)[(w —
A) M zx,y)y =1 with 0 <1 < 1, [ a constant, that is true and

l(w—(A+H) e < (W= e

1-U
where [ = h or [; = [. We also observe that
_ 1 _
lw—=A) " ey < mil(l + (Jwl + Dl(w = A)Mlzx)) -
Then, writing A = A+ H —w + w — H, we have that
A=T+w—-—H)(A+H—-w) ™) A+H-w).
As a necessary step, we estimate A(A + H —w)~!, following from the identity:

AA+H-w) ' =AA-w) "I+ HA-w) ™.

Thus,
_ 1+ [wl[|(A=w) Hzx
A+ H =) e < e
which implies
_ 1 _
[AA+H —w) Hexy) € —7 1+ (@l + DA = w) Hleeo) -
m1(1 ll)
Finally, for any y € Y,
w _
Iyl < (4 7=l = A e
1H]|2v.x .
+ PO (14 WD A = ©) o)) (A + Byl + wlly]) -
m1(1 ll)

Calling the first factor lo, we obtain that
[Ay[l < LA+ H)yll + |wlllyl)
or

lyllpcay < max{lz, lo|w| + 1}yl Deatm)
which concludes the proof. (I
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Proposition 3.2. Let S be a family of sectorial operators in X with domain Y .
Then there exists an open set V in L(Y, X) which contains S and is a family of
sectorial operators in X with domain Y. Moreover, V can be taken, for a fized
r >0, as
V= UAegB(A, ’I")

in which B(A,r) in L(Y,X) is the ball of center A and radius r. The value of r
can be chosen as any r < my/(M + 1) in which my is the immersion constant of
D(A) CY and M is such that (|A| 4+ 1)[[(A = S) " zx) < M for all S € S and
A € Sy for those w and 0 which define the family S.

Proof. Take m; > 0 such that mylylly < [|yllpa) for all y € Y and A € S, and
M > 0 such that (]A|+1)[[(A=S)"!|zx) < M forall S € S and X € S,, ¢ for some
w and 6 € (0,7/2]. Since, for all A € S,

- 1 -
[w=A4)" ey < m—1(1+(|w|+1)||(w—A) Heeo)

SO Mol
+
— A <
[|(w ) ||L(X,Y) S T
and, by Proposition for a fix r > 0, r < 745, the first condition of sectorial
family operators is true for UsesB(A,r). Proceeding as in the proof of the last

proposition, we obtain that

] [ = A)llecx
I = (A+ H) M eon < S <1,

if [|H|lzv.x) < 3757 So the condition (ii) of the sectorial family definition is true
for the subset UgcsB(A, ), with the same parameters 6 and w of S. O

Notation: Now, we design an open set which contains the coefficient operators
P(t) for which not only there is a parabolic evolution operator Tp which satisfies
the equation

dd%(t,s) + P(t)ATp(t,s) =0, t > s,Tp(s,s) =1

t,s € J, but also such that it can be conveniently estimated.

Proposition 3.3. Lete € (0,1], p € (0,1) and A be a linear closed operator densely
defined in Xo with domain Xy. If W is the subset of any P € C¢(J,L(Xp)) N
C(J, L(X,)) which satisfies the following conditions:

(i) {P(t)A,t € J} is a sectorial family in Xy with domain X ;

(ii) P(t) : Xo — Xo and P(t) : X,, — X,, are isomorphisms for allt € J;

(ili) ([P~ (t)llz(xo) and [P~ ()]l z(x,,) are both uniformly bounded for allt € J.
Then W is an open set in C°(J,L(Xo)) N C(J,L(X,)). Moreover, given a set
Vo € W such that the conditions (i), (i), (i) are satisfied uniformly for all P € Vp,
then there exists an open set V- O Vi in C°(J, L(Xo)) N C(J, L(X,,)) such that the
conditions are satisfied uniformly for all P € V. Indeed, the subset V' can be taken
as V =Upev, B(P,r) for a fix r > 0.

Proof. Take P € W. Proposition states the existence an open set V' in
L(X1,Xp) such that V' D {P(t)A,t € J} which can be chosen as

V/ = UtGJB(P(t)Aarl)v
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for a fix 7y > 0, denoting B(P(t)A,r1) as the open ball in £(X;, X() with center
P(t)A and radius 1. Let B(P,r1/||Allz(x,,x4)) be the ball in C(J, £L(X)) with
center P and radius r1/||Al|z(x,,x,)- S0, if @ € B(P,71/[|All£(x,,x,)) then

Q) = P(£)All (x,.x0) <71
yielding that the set {Q(t)A|Q € B(P,m1/|Allz Xl,Xo)) t € J} is a sectorial family
in X with domain X;. Take now M; such that HP L)l 2(xo) < My, for all t € J.
The Identity Perturbation Theorem gives that [[Q ! (¢)]| £(x,) is uniformly bounded
it Q@ € B(P,r3), such that B(P,rz) is the ball in C(J, £L(Xy)) of center P and radius
ro, with 79 < 1/Mj. In fact,

M
1t <1
Q7 (Dllcixo) < v

By the same argument, |Q7'(t)|lz(x,) < Ma/(1 — r3My) if Q@ € B(P,r3) C
C(J,L(X,)), where r3 < 1/My. Since C*(J,L(Xo)) C C(J,L(Xo)), continuously,
(the immersion constant can be taken as 1), if » = min{ry, 71/|| Al z(x,,x0), 72,73},
then the ball B(P,r) of C°(J,L(Xy)) N C(J,L£(X,)) is in W. Finally, for any
P €V}, following the above argument, it can be taken rq, 9, 73 independent of P,
so Upev, B(P, ) has the enunciated properties. a

4. ESTIMATES FOR THE PARABOLIC EVOLUTION OPERATOR

The basic properties of the parabolic evolution operators in many contexts may
be obtained from the classical works of Sobolevskii [10], Kato [4] and [5], Tanabe
[11], Pazy [9] or from the recent of Amann [I] or Lunardi [7]. Here, before going to
the estimates, we give a definition and a condition for its existence. So, let X and
Y be Banach spaces such that Y C X continuous and densely and suppose that
S(t), t € J, where J is an interval, is a closed linear operator in X with domain ¥
and, for each t € J, it generates an analytical semigroup e~"5(®) > 0. Thus, we
define the parabolic evolution operator for the equation z'(t) + S(t)z(t) = 0, ¢t € J,
as the operator T'(¢,s) which has the following properties:

(i) for all t,s € J, L(X) > T(¢,s) is differentiable with respect to ¢, t € .J, in
L(X)and T(t,s) €Y ift > s, t € J;
(i) 255 4 ST (t,s) =0, t € J, t > s, and T(s,s) = I.

Proposition 4.1. Let {S(t),t € J} be a family of sectorial operators in X with
domain Y and suppose that S € C°(J,L(Y, X)) for some € € (0,1]. Then there is
a unique parabolic evolution operator for the equation z'(t) + S(t)z(t) =0, ¢t € J.

For a proof of the above proposition, see [T, 4 [9] 10}, [11].
Next, we present a type of singular Gronwall inequality. In fact, this is the kernel
of the estimates and so we try to obtain a clear form for the constants.

Proposition 4.2. Suppose § € (0,1] and x > 0. So, for any § > 0, we have the

estimate -
i—1
Z - - §C1e(1+5)’”wf
2T

in which, as follows from Amann [I Section 3.2], ¢; = ¢1(8,9) can be taken as
#yl/ﬁ 1 2(11+€3)
clzmax(ei_)( .5 %227/3
y€[0,1] Y 1 (1+6)T7"
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if € (0,1) and as ¢; = 1 (including 6 =0) if 5= 1.

Now suppose b > 0, a(t) is a locally integrable non-negative function on 0 <
t < T (some T < c0)) and suppose u(t) is non-negative and locally integrable on
0<t<T with

u(t) < alt) + b/o (t — s)P~u(s)ds

on this interval; then

u(t) < a(t) + berI'(B) /Ol(t —5)7 " exp[(1+6)(bI'(8)) /7 (t — s)]a(s)ds
on0<t<T.

Proof. By Henry [3, Lemma 7.1.1]
’L t iB3—1
/ ) *) a(s)ds

and so the conclusion is immediate. O

Notation. In the following, consider a family of sectorial operators of W, which
is denoted as S, such that for all P € S, we call ag, by, a8, ba,, b and @ and @,
constants such that:
(1) [|1P(t)Ae” E=POAY £ k) < ag(t —s)~tem (79,
(2> He_(t_s)P(t)A”ﬁ(Xo) < boe_“’(t_s);
(3) [[Ae™ = POA | ) < aap(l+ (E =) remwlize),
(@) e PO £ix, x,) < bap(L+(t—s) 1) e w72,
(5) [[1P(t) = P(s)llc(xo) < bt — 5|
(6) 1P )lle(xy) < @
(7) 1P )l 2ex,) < @y
for all ¢t € J.

Obviously, the existence of these constants is given by Proposition [2.6] and by
the definition of W. It is convenient to observe, from the proof of that proposmon7
that it can be taken a constant ¢, not dependent on a and 3, such that a, g < ¢
and b,,3 < c. Others constants, which depend on the constants defined above, can
be defined in the next propositions. Concerning the way we proceed to obtain the
estimates, it was necessary a little bit of analysis to allow that the interval of the
estimates could be infinite.

Proposition 4.3. Suppose o € (0,1]. Then
IATp (¢, )]l £(x0 x0) < Gao(L+ (8 —35)")' 0 I (1 +m(t - 5)),

t > s, in which Q = w — (1 + 6)(aeabl'(€))¢ and m = agabe,I'(€)B(e, o), where
c1 = c1(e, ).

Proof. By the properties of the evolution operator, we have the relation:

t
Tp(t,s) = e~ (t=)PMA 1 / e~ ENPOA(P(7) — P(t))ATp (7, s)dr .
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So, applying A and taking the norms,
HATP(t? S) HE(XQ,XO)
< [|Ae™TIPOA L xo

t
+/ 1A= =DPOA £ ) [P(T) = POl exo) IATP (7, 8) |20 x00) A7

in which the insertion of A in the integral is valid because A is closed. With the
above constants and changing the variables to r = t — s, 7 = 7 — s and calling
u(r) = ||e*" ATp(r + 5, 5)| £(x..,x,)» We obtain

T
) < ap(+ 1) 4 e [ (= 7yl
0

So, dropping the ' and applying the singular Gronwall inequality
u(r) < aa,O(l + r_l)l_a + aa,oaoagcll“(e)

X / (r— 1) 1+ 77 % exp[(1 + 8) (agabl(e)) Y <(r — 7)]dr .
0

Either
u(r) < ano(1+r D1 + apabe, T(e) B(e, )€ exp[(1 + ) (aoabl (¢))

1
€

),

or
u(r) < ago(l+r" )" *exp[(1 + 5)(aOEEF(€))%7‘](1 + agabe, I'(€) B(e, a)re) .
Then, coming back the variables, the proof is complete. ([l
Proposition 4.4. Suppose 0 < a < 3 < 1. Then
1Tt )]l eixaxs < (1+ (8 —8)7H)P 7% 2yt — ),

E> s, where pi(t — ) = (my + (ma(t — 5)° +my(t — $)2)(1 4 — 5)), m1 = bag,
mo = B(1 — [+ ¢€,a)by,gbag,o, m3 =mB(1 — [+ ¢, a4+ €)bygbaao.
Proof. We have

1Tp(t, )l £(xa,x2)

< lem PO L vy

t
+ / le™=PPOY £ xy x) |1 P(T) = P 20xo) [ATP (7, 8) | £x0, x0) AT -
So, with the notation of the above proposition,

1Tp(t: )l c(xa,x5)
< ba)g(l + (t — 5)—1>6—o¢6—w(t—s) + boﬁgaa,o@_g(t_s)

x/(1+(t_r)*l)ﬁ(t—r)e(H(T—s)*l)lﬂ(um(r—s)e)m.
Since
/(1+(t—7')_1)5(t—7')6(1+(T—S)_l)l_a(l—l—m(T—s)e)dT

< (A4 (t—s)"H) 14 (t—5) (B —-B+ea)(t—-s)
+mB(1— B+ e a+e)(t—s)%),
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the proof is complete. ([
Proposition 4.5. Suppose 0 < a <1 and 0 < p <e. Then
IATp(t,8) |l c(xa,x) < (L4 (E—s) 1) HHmee 200 py(t — ) |

where pa(t — s) = (n1 + (n2 + (£ — s)° + ns(t — V1 +t—8), n1 = aapu,
Ny = A0,u0a,0bB(€, @), N3 = ag ,aa,00B(€ — p, a + €)m.

Proof. We have

[ATP(t, 8)l (X0, x,0)
S ||Aef(tfs)P(t)A|

L(Xa,Xp)
+ /St [Ae=E=POA| L DIP(T) = Pl cxo) |ATP (7, 8) || 2(x x0) AT
which implies
IATP (L, )|l c(x..x,)
<o (1 + (t—s) " Htrmae=wl=9) 4 g4 a, ge M)
X /t(l F (=)L (= 8) T T = 1) (L4 m(r — 5))dr .
Proceeding as before, the proof is complete. (I

Proposition 4.6. Suppose e € (0,1], 0 < p <€ and p < a <1. Then

IA(TP (8, 5) = To(t: )l £(xa.x0)

< ¢ Ui—s) 712[2)%] 1P(T) = Q(T) |l c(x,) (L + (t —s)~ ") = p(t — s),

where p(t—s) = 3, g (Lt —5)(t =) TN B(are+p, ase+a+30— p1)cayaz,6
and such that the index set is0 < a1 <1,0<a <2,0<0 <1, a1,a9,0 €7Z, and
the coefficients cq, a,,5 can be determined in the last inequality of the proof below.

Proof. The properties of the evolution operator give

Tp(t,s) —Tg(t,s) = —/ To(t, 7)(P(r) — Q(7))ATp(7,s)dr .
Then
[A(TP(t, ) = To(t 8)ll c(xa,x0)

t
< —/ AT (& ) 2, x0) [(P(T) = QT2 x,) [ATP (T, 8) | (X0 x0T -
S

yielding
AT (t,9) = To(t e, xo) < ) max [P(r) = Q) eyl
in which

= [ (=) )l = ) (L (7 )

X (n1 + (na(1 — 5) + n3(r — 3)26)(1 +7—s))dr.
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Observing that
t
/ (L+(E=n) ) =)™ (L4 (7 = )T 77 — 5)Fdr
S

<A+ =) ) ¥A+t—s)(t—s) 2 Blaje+ p, 0+ a+ 6 — ).
The result is concluded. (]

5. ANALYTICITY

The construction of a convenient topology gives the necessary tool to ask about
the regularity of the evolution operator in relation to the coefficient operator, which
is done now.

Theorem 5.1. Suppose € € (0,1), u € (0,¢€) and J is a finite interval. Then the
map

P—{Tp(t,s):t>s,t,s€J}:
W C C(J, L(X0)) N C(J, L(X,)) — C(A, L(X,))
is analytic if a € (0,1) and if X, C Xo, continuously and densely, then
(P,&) = {Tp(t,s)6:t>s,t,s€ J}:
W x Xo CC(J,L(X0)) NC(J,L(X,)) x Xo — C(A, L(Xa))

is also analytic.
Furthermore, let J = [0,T], T < oo, and G(P, f)(t) = fg Tp(t,s)f(s)ds. The
map
(P, f) =GP, f): WxC(J,Xg) = C(J, Xa)
is analytic if « € [0,1) and p < 3 <1 and 8 > a.

Proof. The well definition of the the first map follows from the properties of the
evolution operators which say that [(¢,s) — Tp(t,s)] € C(A, L(Xy)) and [(¢,s) —
Tp(t,s)] € C(A,L(X1)). So, by interpolation arguments, [(t,s) — Tp(t,s)] €
C(A,L(X,)). The others follow from similar arguments.

It is well known that if X,Y are complex Banach spaces, U C X is an open
set such that the map f : U C X — Y is locally bounded and complex Gateaux
differentiable, then f is analytic. Thus, consider any P,Q € W and take an open
ball B(P,r) with center P and radius r such that {R(¢t)Alt €,R € B(P,r)} is a
family of sectorial operators in Xy with domain X;. As a result, there exists ag > 0
such that || Tr(t,s)| z(x,) < ao for all R € B(P,r). Therefore the function R — Tg
is locally bounded. Recall the last section and substitute the family of sectorial
operators S, defined in the initial part of that section, by the ball B(P,r). So
use here, the constants defined in those propositions. Consider also the complex
neighborhood O = {A\|P + A\Q € B(P,r)}. For all A € O, we have

O Tpixalts) + (P() 4+ XQU)ATp2g =0, 155,
Then

O (Tpixalt,s) ~ To(t,)) + PU)A(Tp rq(t, ) — Tr(t, 5)
=AQ(t)A(Tpyrq(t,s) —Tp(t,s)) — AQ(t)ATp(t,s), t>s.
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We write this equation in the integral form,

Tpirq(t,s) =Tp(t,s) — )\/t Tp(t, 7)Q(T)ATp(r)dr + ¥(N),
where . s
B = -\ / Tp(t, 7)Q() A(Tp a0 (7. 5) — Tr(r, 5))dr
By the estimates concernisng the evolution operators, we obtain
TNl e(x,) < AP0 Trg[gﬁ]{HQ(T)llux“)}Trg[‘o;fg]{llQ(T)lqu@}I*,
where
r= /t(1 + (=) Y1+ (r — 5"yt — 7)p(r — s)dr .
So I < B(a,1 — a)p1(t — s)p(t — s). Then the limit of

(Tpirq(t,s) = Tr(t,s))/A

exists uniformly for t,s € J, t > s, in any finite interval J, if 2 < 0, and in an
arbitrary interval (finite or infinite), if Q > 0. Anyway, the function P — Tp is
complex Gauteaux differentiable from W to C(A, £(Xp)) in any finite interval J.
The other case follows straightforward from the above and from the linearity of
Tp(t, s)€ relative to £. As a consequence of this proof, we obtain the derivative

opTp(t,s)H = — /t Tp(t, 7)H(1)ATp(T,s)dT,

where H € C°(J, L(Xo)) N C(J, L(X,)).
Now we prove the last assertion. For A\ € O, we have

GP+AQ, [+Ag) —G(P,f)  GP+AQ,f) -G f)
3 = \ +G(P+)Q,9)

The evaluation of the limit for A — 0 of the first part is done likewise for (¢, P) —

{ fot Tp(t,s)édx, t € J} and the second follows straightforward from the observation
that (P,g) — G(P, g) is continuous. O

Corollary 5.2. For P € W such that ||Tp(t,2)|(x, x5 = O(e= M=)y Q > 0,
the interval J in Theorem can be taken infinite.

6. APPLICATION

In this section we present an application of Theorem It applies naturally in
obtaining results about the dependence of the solution of reaction-diffusion equa-
tions in respect to the parameters of the equation.

Let n be an integer, 3 > n > 1, Q@ C R", a C* domain (see Triebel [I3] for
definition), and Lo($2,C) , W22(£2,C) the usual spaces of Lebesgue and Sobolev.

It is well known that the Laplacian operator A, which is defined over the regular
functions that satisfies the Dirichlet conditions u|sq = 0 is closed in Lo(£2, C). Its
domain D(—A) is the space We2(Q,C) = {f € W*2(Q,C) |flao = 0} and the
norm of this space is equivalent to the norm of the graph —A.

Let N > 1, N integer, and Iy the identity matrix of order N over CV x CV.
Also, define by —Iy A the operator which diagonal is the Laplacian. Clearly, —IyA
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is closed in Ly(Q,CN) and its domains is equal to Wg>(Q,CV), whose the N
components satisfy the Dirichlet conditions.

We consider now the complex interpolation functor [, |g, 8 € (1/4,1). The
interpolation space theory states that the space [La (9, C), Wg*(€2, C)]y is an inter-
polation space likewise it was defined in the Section 2 (see [13, p. 321, theorem
(a)]). Thus, Xg = [L2(Q,CN), W5(2,CV)]g also satisfies the same definition of
Section 2, because Lo(2, CY) is isomorphic to Ly(€2,C) x - -+ x Ly(2,C), N times.
Similarly, W2 (Q,CN) is isomorphic to W(€2,C) x --- x Wg?(€, C). Moreover,
the complex interpolation of the Cartesian product is the Cartesian product of the
complex interpolation.

In what follows, let € € (0,1) and J be the interval [0,T], T > 0. Let C¢(J, My)
be the set of continuous Holder functions over the space of the square complex
matrices My € CN x CV, and C(J, My) the open set in C*(J, My), such that
the operator P(t) has non-zero positive eigenvalues for all ¢ € J.

Finally, let f : J — Lo(Q,C%), Hélder continuous and such that f : J — Xj is
continuous. Using these conditions, we shall apply Theorem [5.1] to the system

uy + P(t)(In(—A))u = f(t)
ulan =0,
u(0) = ¢

which has a solution, and it can be written as

u(t) = Tp(t,0)¢ —l—/o Tp(t,s)f(t)ds

We remark, firstly, that the conditions (ii)) and (iii) in the definition of W,
see Proposition 3.3, follow trivially from the fact that Xy is a linear space. The
condition (i) follows from the main theorem in Oliveira [8]. Hence, according to
Theorem the mapping (P, f) — u(;P, f,€) is analytic, from C¢(J, My) x
C(J,X,) x Xg to C(J, Xy), 0 € (s, 1].

Obviously, this application includes the case

ur + PO (In(=A))u = f(t,7)
u|aQ =0
u(0) = ¢

in which A € A and 7 € TI, where A and IT are Banach spaces. Also, supposing the
mappings A — P(\) and m# — f(.,7) are analytic, it allows to conclude the analyt-
icity of u in respect the parameters A and 7. Observe that a theorem, obtained by
Henry [3, Lemma 3.4.2], for the dependency of the parameters with the operator,
covers the case when P()\) is diagonal matrix and, therefore, the N components of
the equation system can be decoupled.

By repeating Henry’s argument [3, chapter 3, Theorem 3.4.4], the present ap-
plication can be extended to the semilinear case in which f also depends of the
solution with the restriction that the image of f(u) must have greater regularity in
Xy, # > 0. In addition, we note that the Semilinear Geometric Theory of Henry
can be constructed with interpolation spaces as referred here.

Acknowledgements. The authors would like to thank the valuable suggestions
of the referee which improved the article.
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