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PERSISTENCE OF CRANDALL-RABINOWITZ TYPE BIFURCATIONS
UNDER SMALL PERTURBATIONS

BETTINA E. SCHMIDT

Abstract

We discuss a class of nonlinear operator equations in a Banach space setting and present
a generalization of the Crandall-Rabinowitz bifurcation theorem that describes the effect
of small perturbations of the operators involved on the local structure of the solution
set in the vicinity of a bifurcation point of the unperturbed equation. The result is
applied to a parameter-dependent Neumann boundary-value problem with spatially ho-
mogeneous source terms that exhibits infinitely many bifurcation points. We obtain
conditions for the persistence or nonpersistence of these bifurcations under small, spa-
tially inhomogeneous perturbations of the source terms.

INTRODUCTION

One of the most frequently quoted works in local bifurcation theory is the 1971
paper [2], by M. G. Crandall and P. H. Rabinowitz, on bifurcation from simple
eigenvalues. Roughly speaking, the paper’s main result asserts that if H is a C*-
mapping between Banach spaces and if wq is a regular-singular point of H (see
Section 1 for the definition), then there exists a neighborhood U of wy such that
the set {w € U | H(w) = H(wp)} is the union of two simple C'-arcs that intersect
transversally at wy.

In countless applications, this result has been used, in one way or other, to
establish the existence of bifurcation points on given solution curves of so-called
nonlinear eigenvalue problems. Continuing the tradition, we use it here to prove
the occurrence of infinitely many bifurcations from a branch of trivial (that is, con-
stant) solutions of a parameter-dependent Neumann boundary-value problem (P)
with spatially homogeneous source terms. Our main concern, however, is the effect
of small, spatially inhomogeneous perturbations of the source terms on the local
structure of the solution set of Problem (P).

If the perturbation is “small,” the solution set of the perturbed problem (P,)
should be somehow “close” to the solution set of the unperturbed problem (P),
although (P.) has no trivial solutions, due to the spatial inhomogeneity. It is rather
obvious that near regular points on a given solution curve of (P), the effect of the
perturbation is simply a continuous deformation of the curve. What happens near
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bifurcation points (or more specifically, near regular-singular points) is much less
obvious: Will the bifurcations persist or will they “unfold”? Does the letter X,
under small perturbations, become a slightly distorted letter X, or will it turn into
something like the union of two letters V' (not intersecting and facing each other tip
to tip)?

We will argue that in the abstract setting of the Crandall-Rabinowitz theorem,
either scenario is possible. Nonpersistence (or “unfolding”) of bifurcations is, in a
sense, the generic case, but at least if the operators involved exhibit certain symme-
tries, bifurcations may very well persist. In our Neumann problem (P), for example,
every other one of infinitely many bifurcations is persistent under small spatially
inhomogeneous perturbations with a certain symmetry property.

The paper is organized as follows. In Section 1 we present a general functional-
analytic framework for “perturbed Crandall-Rabinowitz bifurcation.” We do not
claim the two theorems in this section to be entirely new, but we are not aware of any
directly quotable reference. In Sections 2 and 3 we study the trivial solution curve
of our Neumann problem and, using the Crandall-Rabinowitz theorem, prove the
existence of infinitely many bifurcation points. In Section 4 we apply the abstract
results of Section 1 to describe possible effects of small, spatially inhomogeneous
perturbations on the local structure of the solution set of (P) in the vicinity of a
bifurcation point.

1. PERTURBED CRANDALL-RABINOWITZ BIFURCATION

In this section, we briefly discuss some general results on the local structure of the
solution sets of certain types of nonlinear operator equations in Banach spaces. Our
main concern is the effect of a small perturbation of such an equation on the local
structure of the solution set in the vicinity of a Crandall-Rabinowitz type bifurcation
point. The proofs of our main results, which rely on the Ljapunov—Schmidt method,
the implicit function theorem, and the Morse lemma, are rather straightforward,
but quite technical and lengthy. For details, the reader is referred to [7].

By way of motivation, consider a simple, algebraic equation in two variables,
H(z,y) =0, (1.1)

where H € C?(R?,R). Suppose that (zg, o) is a solution of Equation (1.1). We call
(z0,Y0) a regular point of H if the gradient of H does not vanish at (xg,yo), that
is, if at least one of the two partial derivatives is nonzero. By the implicit function
theorem, it is then possible to solve Equation (1.1) for either z or y. In any case,
the solution set is locally a simple C*-arc.

We call (zg,y0) a regular-singular point of H if the gradient of H vanishes
at (zo,yo0), while the Hessian of H at (zo,yp) has one positive and one negative
eigenvalue. In this case, the Morse Lemma implies that (zg,yo) is a saddle point of
H. That is, the solution set of Equation (1.1) is locally, near (xg,yo), the union of
two simple Cl-arcs, transversally intersecting at (zo, yo)-

Both scenarios have natural generalizations in a Banach space setting. Consider
a C2-mapping H from an open set € in a Banach space W into a Banach space Y.
Let wp be a point in © and suppose that the Fréchet derivative H'(wy) is a Fredholm
operator of index 1 (that is, the range R(H'(wp)) of H'(wyg) is closed and of finite
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codimension in Y, the nullspace N(H'(wp)) of H'(wg) is finite-dimensional, and
dim N(H'(wp)) — dimY/R(H'(wp)) = 1). The point wy is called a regular point
of H if dim N(H'(wp)) = 1 (or equivalently, if R(H'(wg)) = Y). Otherwise, wq is
called a singular point of H. Specifically, wy is called a regular-singular point of H
if dim N(H'(wp)) = 2 and there exists a basis {wy, w2} of N(H'(wg)) such that the
quadratic derivative H” (wg)wiw; belongs to R(H'(wy)), while the mixed derivative
H" (wp)wyws does not. (Note that if N(H'(wp)) is two-dimensional, then R(H'(wy))
has codimension 1 in Y.) We mention that whenever wy is regular-singular in
the above sense, there exists in fact a basis {W1,Wa} of N(H'(wp)) such that both
quadratic derivatives, H" (wo)ww; and H" (wg)wae, belong to R(H'(wy)), while
the mixed derivative H" (wg)w;ws does not.

Just as in the case of Equation (1.1), the implicit function theorem guarantees
that if wy is a regular point of H, then the solution set of the equation H (w) = H (wp)
is locally, near wg, a simple C''-arc. On the other hand, if wy is a regular-singular
point of H, then the Crandall-Rabinowitz bifurcation theorem (see [2, Theorem 1])
applies and asserts that the solution set of H(w) = H(wy) is locally, near wy, the
union of two simple C''-arcs that intersect transversally at wy. In the sequel, a point
wo with this latter property will be referred to as a Crandall-Rabinowitz point of H.

A question of interest is how the local structure of the solution set changes when
the mapping H is perturbed. To study this question, let us now consider a family of
mappings H (e,-) from an open subset {2 of a Banach space W into a Banach space
Y, where € varies over an open interval J containing 0. We think of H(e,-), for
e € J, as a perturbation of the mapping H(0,-) and wish to describe the structure
of the set ¥, := {w € Q | H(e,w) = 0}, for € close to 0, in the vicinity of a point
wo € Q with H(0,wg) = 0. Throughout we assume that H € C?(J x Q,Y) and
that the (partial) Fréchet derivative H,,(0,wq) = g—g(o, wp) is a Fredholm operator
of index 1.

A straightforward generalization of the implicit function theorem shows that if
wo is a regular point of H(0,-), then not only for ¢ = 0, but for every e sufficiently
close to 0, the set X is locally, near wy, a simple C'*-arc (which varies continuously
with €). For the case where wy is a regular-singular point of H, we have the following
generalization of the Crandall-Rabinowitz theorem (see [7, Theorem 4.6]).

Theorem 1.1. Suppose wy € Q is a regular-singular point of H(0,-). Then there
exist

e an open interval I C J with 0 € I,

e an open neighborhood U C Q of wy,

e a continuous mapping w : D — U, defined on an open set D C R x R? that
contains (€,0,0) for every € € I, with w(0,0,0) = wg, and

e a continuously differentiable mapping p : I — R with p(0) = 0,

such that for every e € I, the mapping w(e,-,-) is one-to-one and continuously
differentiable, with linearly independent derivatives W, (€, o, 7) and W, (e, o, 7) for all
(0,7) € R? with (¢,0,7) € D, and we have

{weU | H(e,w) =0} ={w(e,0,7) | o7 + p(e) = 0 and (¢,0,7) € D}.

Roughly speaking, the assertion of Theorem 1.1 is that for every e sufficiently
close to 0, the solution set ¥, of the equation H(e,w) = 0 is locally, near wy, a
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homeomorphic image of the solution set, near (0,0), of a simple, algebraic equation
in R?, namely, o7+ p(e) = 0. Thus, whenever we have p(e) = 0, the set X, is locally,
near wo, the union of two simple C'-arcs that intersect transversally at the point
w(e, 0,0). In particular, we recover the Crandall-Rabinowitz theorem, since p(0) = 0
and w(0,0,0) = wy. But whenever p(e) # 0, the set ¥, is locally, near wy, the union
of two disjoint, simple C'-arcs.

Intuitively, this result is not very surprising. Recall that in the case of an
algebraic equation in the plane, wy would be a saddle point of the unperturbed
mapping H (0, -), located on the level-0 set of H(0,-). For € close to 0, the perturbed
mapping H (e, ) would still have a (unique) saddle point w, close to wp, but at a
level p(e) in general different from 0. Only if p(e) = 0, would the level-0 set of H (e, -)
be “cross-shaped” near wy.

These last observations, too, can be naturally extended to our abstract Banach
space setting (see [7, Theorem 4.16]).

Theorem 1.2. Suppose wy € Q is a regular-singular point of H(0,-) and yp € ¥
is a vector that does not belong to the range of H,(0,wp). Then there exist an
open interval I C J with 0 € I and an open neighborhood U C € of wy such that
for every € € I, the mapping H(e,-) has a unique singular point w. € U whose
image H (e, w.) is a constant multiple of yo. The mapping € — w, is continuously
differentiable, and for every e € I, the point w, is a regular-singular point (and
thus, a Crandall-Rabinowitz point) of H(e,-). Only if H(e,w.) = 0, does the set
{w € U | H(e,w) = 0} contain a singular point of H (e, ).

Now let wy € Q be a regular-singular point (and thus, a Crandall-Rabinowitz
point) of H(0,-). We say that the bifurcation at wy is persistent (or nonpersistent,
respectively) if there exists a neighborhood U C Q of wy such that for every e €
J \ {0} sufficiently close to 0, the set {w € U | H(e,w) = 0} contains a regular-
singular point (or does not contain a singular point, respectively) of H (e, -).

It is easy to derive a simple, sufficient condition for nonpersistence. To that
end, pick a vector yo € Y \ R(Hy(0,wp)) and let y§ € Y* denote the (unique)
functional with <yg,yo> = 1 and N(y}) = R(H,(0,wp)). Choose an interval I, a
neighborhood U, and points w, according to Theorem 1.2 and define p € C*(I) by
p(e) == <yg, H(e,w.)>. Then we have H (e, w.) = p(€)yo, for all € € I, and the set
{w € U | H(e,w) = 0} contains a singular point of H(e,-) if and only if p(e) = 0.
Since p(0) = 0, it follows that p’(0) # 0 is a sufficient condition for nonpersistence.
Using the fact that yo ¢ R(H,,(0,wo)), we readily show that p'(0) = <y, Hc(0, wo)>
and conclude that the bifurcation at wg is nonpersistent provided that

HE(O,wo) ¢ R(Hw(O,wo)), (12)

that is, provided that the partial derivative H¢(0,wp) does not belong to the hyper-
plane R(H,,(0,wp)). This is, in a sense, the generic case: In the absence of special
symmetries, the condition (1.2) is likely to be satisfied.

We do not have an equally simple, sufficient condition for persistence (obviously,
H (0,wy) € R(Hy(0,wp)) is necessary, but not sufficient). However, in concrete
applications it is often possible to show directly that p(€) must vanish for all € near
0. Not surprisingly, the argument is usually based on special symmetry properties
of the mapping H. A specific example will be discussed in Section 4.
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2. A SPATTIALLY HOMOGENEOUS NEUMANN PROBLEM

Consider the boundary-value problem

L (o) —pfw - W (-LY,  WED=0. (P

Here, © is a nonnegative parameter, and we seek nonnegative classical solutions u
in C%([—1,1]). Our assumptions on the data are as follows: The coefficient k is a
positive, continuously differentiable function on [—1,1]. The function f is continuous
on R, and there exists a number ¢ > 0 such that f(y) = 0 for all y € [0, ¢|, while f
is twice continuously differentiable on (¢, 00), with f > 0, f/ > 0, and f” < 0. The
function ¢ is continuous on R, with ¢g(0) = 0, and twice continuously differentiable
on (0,00), with ¢ > 0, ¢’ > 0, and ¢” > 0. Finally we assume that % — 00 as
y — oo. (Note that due to our earlier assumptions, f(y) grows at most linearly, g(y)
at least linearly. Thus, the last assumption just excludes the case of both functions
being asymptotically linear.)

We can interpret Problem (P) as a simple equilibrium model for heat conduction
in a thin rod with insulated ends. In this model, k¥ would be the rod’s thermal
conductivity. The term pf(u) would represent a parameter-dependent heat source
that kicks in as soon as the (absolute) temperature u exceeds a certain threshold
c. The term g(u) would represent radiative cooling (g(u) ~ u* if the process is
governed by the Stefan-Boltzmann law).

Let ¥ denote the set of all pairs (u,u) with 4 € Ry and v € C%([-1,1])
a nonnegative solution of (P). With slight abuse of language, we call the pairs
(14, u) € ¥ solutions of Problem (P). A solution (u,u) is called trivial if the function
u is constant. Clearly, 3 contains exactly two maximal continua of trivial solutions,

namely, Ry x {0} and the trace ¥* of the curve p = % with y € (¢, 00).

To describe the trivial solution branch ¥* in more detail, we need to analyze the
function i := %‘(0700)' Clearly, we have fi(c+) = oo = ji(0c0). Moreover, i’ = 7= with
o := ¢ f—gf'. The function o is nondecreasing on (¢, o0) (in fact, o’ = ¢’ f —gf" >
0), negative near c (since f(c) =0 and f'(c+) € (0,00]), and positive near co (else,
f would be nonincreasing throughout, contradicting the fact that fi(co) = oo). This
implies the existence of two numbers Yy and 7, with ¢ < Yy S Yo <00 such that o is
negatlve on (¢, y,), zero on [y , Y|, and positive on (g, 00 ) The same then holds for
@', and it follows that f is strictly decreasing on (c, go) (with values between oo and
po := f(y,)), constant on [y, Y| (with value o), and strictly increasing on (¥, o0)
(with values between o and o0). (Of course, we will usually have y = 7, except
in degenerate cases where the graphs of f and g contain parallel line segments.)

We conclude that >* consists of the graphs of two functions, namely, v :=
(ﬁ\<c,y0>)_1 and T := (fil(5,,00)) ', connected by the vertical segment {1} x Yy Yol
(a turning point if Yy, = Yo)- Both u and @ are defined and twice continuously
differentiable on (o, 00); the former is strictly decreasing with range (c,y,), the
latter is strictly increasing with range (y,,00). The figure at the end of the paper
shows a typical example (see the discussion following Lemma 2.1 for details).

To investigate the possibility of bifurcations of nontrivial solutions from the
trivial solution branch ¥*, we compute the eigenvalues of the linearization of Prob-
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lem (P), with respect to u, at a point (u,y) € ¥*, that is, the eigenvalues of

_4a
dx

dv

(k@2 ) = W W) —g@)v+rv i (-1,1), () =0.  (21)

If we enumerate the eigenvalues of — % (k %) (under Neumann boundary conditions)
as a strictly increasing sequence 0 = £y < ¢ < {3 < ..., then the eigenvalues of
(2.1) are simply given by \;(u,y) = ¢; + ¢'(y) — pf'(y), for j € Z,. In particular,

Ao(p,y) = ¢'(y) — uf'(y) and

Aj(ksy) = Aolp,y) + 45, (2.2)

for j € N. Also, since (p,y) € *, we have u = (y) = % and thus,

=

Ao, y) =9g'(y) — BW) f'(y) = &' (y) f(y) - (2.3)

This implies that Ag is positive on the graph of @ (the upper branch of ¥*, where
' > 0), zero on the vertical segment {0} X [y, ¥o] (the possibly degenerate turning
point of ¥*, where i’ = 0), and negative on the graph of u (the lower branch of ¥*,
where i’ < 0). Thus, the solutions on the upper branch are stable, while those on
the lower branch are unstable, and bifurcations can occur only on the lower branch,
at points where one of the eigenvalues A; with j > 1 vanishes (that is, at points
(1, y) € ¥* where Ao(u,y) = —¢; for some j > 1).

To find out whether such points exist, we must trace the smallest eigenvalue,
Ao, along the lower branch of ¥*. To that end, define A : (¢,y,) = R by A(y) :=

Ao(f(y),y). By (2.3), A =¢' — iaf" = ' f, and we know that this is strictly negative

on (¢,y,), with A(y,—) = 0. Moreover, N=g"—pgf —af'">—p'f, since g" >0,
f"<0,and i > 0. Also, @’ < 0 on (c,y,), that is, o = ¢g'f — gf’ < 0, and thus,

f'> g/Tf > 0 (our assumptions on g imply ¢’ > 0 on (0, 00)). This proves that X’ > 0
on (c,y,). Finally, we observe that AMct) = —oo, since A = ¢ — af = g — ng,

and ];/((;”)) — 00 as y — ¢+ (note that ¢'(c) > 0, g(¢) > 0, f'(c+) € (0,00], and

flet) = 0+4).

Summarizing, we showed that A is strictly increasing on (c, go), with range
(—00,0) and with a strictly positive derivative. But this means that the function
= Ao(p,u(p)) is strictly decreasing on (ug,00), with range (—oo,0) and with a
strictly negative derivative. Because of (2.2), it follows that in fact all the eigenvalues
A; are strictly decreasing and eventually negative along the lower branch of ¥*, with
%)\j (,u(p)) <0 for all € (po,00). In particular, each of the eigenvalues \; with
7 > 1 has a unique nondegenerate zero on the lower branch of 3*.

The following lemma gathers our findings about the trivial solutions of Prob-
lem (P).

Lemma 2.1. (a) There are exactly two maximal continua of trivial solutions of

Problem (P), namely Ry x{0} and the trace ¥* of the curve p = % with y € (¢, 00).

The set ¥* consists of the graphs of two functions u, u € C?((ug,c0)) and a vertical
segment {xo} X [y,, Yo, where g > 0 and ¢ < y, < ¥, < co. The function u is
strictly decreasing with range (c, Eo)’ while the function @ is strictly increasing with

range (Y, 00).
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(b) Denoting by ()\j (1, y))a ez, the strictly increasing enumeration of the eigen-

values of the linearization of Problem (P) at (p,y) € ¥*, we have A\g > 0 on the
graph of W, Ao = 0 on the vertical segment {¢o} X [y,, Y], and Ag < 0 on the graph
of u. All the eigenvalues \; are strictly decreasing and eventually negative along the
graph of u, with %)\j (u,u(p)) < 0 for all g € (po,00). In particular, each of the
eigenvalues A; with j > 1 has a unique zero (p;,u;) on ¥*, with o < p1 < pa < ...
and u; = u(y;) for j € N.

The figure at the end of the paper depicts the trivial solution branch ¥* in a
typical situation, where f(y) := /y — 1, for y > ¢ := 1, and g(y) = y*, for y > 0.
Open circles mark the location of the first few of the potential bifurcation points
(1) u5), 5 =1,2,3...; those were found by solving the equation A(u;) = —¢;, under
the assumption that £ = 1 (so that ¢; = %2]'2, for j € N).

Next we collect some a-priori information about possible nontrivial solutions of
Problem (P).

Lemma 2.2. Let (u,u) be a nontrivial solution of Problem (P). Then we have
> po and 0 < u(z) < u(p) for all z € [—1,1]. More precisely, every local minimum
of u lies between 0 and u(p), while every local maximum of u lies between u(u) and
u(p). The function u — u(p) has a positive finite number of zeros, all of which are
simple and occur in the open interval (—1,1).

Proof. Let (u,u) € ¥ with u # const. Suppose that u attains a local maximum
at o € [—1,1]. Then u/(z¢) = 0 and u”(xg) < 0 (even if z( is a boundary point).
In fact, we must have u”(xo) < 0, for otherwise —d—i(k(m)%ﬂx:mo = 0 and thus,
wf(u(zg)) — g(u(zg)) = 0, which would mean that u(xg) is a constant solution of
Problem (P). But then, the uniqueness theorem for second-order ordinary differential
equations would imply that u(x) = wu(zg) for all z € [-1,1]. (The fact that f

may not be Lipschitz continuous near ¢ does not interfere with this argument, since
necessarily u(zo) # c.) So we have indeed u”(zo) < 0, hence —-- (k(z) %) ‘z:wo > 0,
and thus, pf(u(zo)) — g(u(zg)) > 0. But this implies u(z¢) > c and p > f(u(zg)) =

?Ezgggg, or equivalently, u > po and u(p) < u(zo) < w(w).

Similarly, one shows that if u attains a local minimum at z; € [—1,1], then
0 < u(x1) < w(p). This proves the first two assertions of the lemma and the fact
that u — u(p) has at least one zero. Another invocation of the uniqueness theorem
yields that all zeros of u — u(u) are simple and located in the open interval (—1,1).

3. BIFURCATION ANALYSIS OF PROBLEM (P)

To make the abstract theory of Section 1 applicable, we need to reformulate Prob-
lem (P) as an operator equation in a suitable Banach or Hilbert space setting. To
that end, let L denote the selfadjoint linear operator in Y := L?((—1,1)) induced by
the differential expression —% (k%) under Neumann boundary conditions. Having
a compact resolvent, L is a Fredholm operator of index 0 in Y. Let X denote the
domain of L, endowed with the graph norm. Then X is a Banach space that embeds

compactly into C([—1,1]).

The functions f and g induce substitution operators u — fow and u — gowu in
C([—1,1]), defined and continuous on the cone of nonnegative functions and twice
continuously differentiable on the open set {u € C([—1,1]) | u(z) > ¢ Vz € [-1,1]}.
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Let X, denote the cone of nonnegative functions in X. Since X embeds compactly
into C([—1,1]) and C([—1,1]) embeds continuously into Y, the nonlinear operator
N:Ry x X,y =Y, defined by

N(p,u):=pfou—gou,

is completely continuous (with respect to the norms of R x X and Y) and twice
continuously differentiable on Q := (0,00) x {u € X | u(x) > ¢ Vo € [-1,1]} (an
open subset of R x X).

With these definitions, Problem (P) is equivalent to the equation Lu = N (u,u),
which we can also write as

H(p,u) =0, (P)
where H : R, x X, — Y is defined by

H(p,u) := Lu — N(u,u).
More precisely, the solution set ¥ of Problem (P) coincides with that of (P):
Y= {(,LL,’LL) € R-‘r X X-‘r | H(Ihu) = 0}

We consider ¥ a metric subspace of R x X; as such it is closed and locally compact.
Moreover, routine arguments show that the topology of ¥ as a metric subspace of
R x X coincides with the metric topologies it inherits from R x C™([—1,1]) with
m =20, 1, or 2.

Finally, we observe that the eigenvalue problem (2.1), obtained by linearizing
Problem (P) at a point (u,y) € ¥*, is equivalent to the abstract eigenvalue problem
for the operator

H,(p,y) =L — Nu(p,y) = L+ Xo(p,y)Id,

which is selfadjoint as an unbounded operator in the Hilbert space Y.

The following lemma provides the basis for applying the abstract results of
Section 1.

Lemma 3.1. For every (u,y) € X*, the Fréchet derivative H'(u,y) is a Fredholm
operator of index 1. The only singular points of H on ¥* are the zeros (u;,u;) of
the eigenvalues A\; with j > 1, as given in Lemma 2.1(b). All of those points are in
fact regular-singular points of H.

Proof. The Fréchet derivative of H at (u,y) € ¥* is given by

H'(p,y)(v,v) = vHy(py) + Hu(p,y)v,

for (v,v) € R x X. Moreover, H,,(1,y) is the constant function — f(y), and H,(u,y)
is the operator L + A\o(u,y)Id, a Fredholm operator of index 0. It follows that
H'(u,y) is a Fredholm operator of index 1. Also, since the eigenvalues of H,,(u,y)
are simple, the nullspace of H'(u,y) is at most two-dimensional. It is indeed two-
dimensional if and only if 0 is an eigenvalue of H,(u,y) and H,(u,y) belongs to
the range of H,(u,y). Consequently, (i, y) is a singular point of H (in the sense of
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Section 1) if and only if one of the eigenvalues \;(u,y), with j € Z., vanishes and the
nonzero constant f(y) belongs to the range of L+o(u, y)Id = L+ (X (pn,y)—¢;)Id =
L—¢;1d. But R(L—/;1d) is the orthogonal complement (in Y') of the j-th normalized
eigenfunction ¢; of L and contains nonzero constants if and only if j > 1. It follows
that the singular points of H on ¥* coincide with the zeros (y;,u;) of the eigenvalues

We claim that all those points are in fact regular-singular points of H. To verify
this, let j € N and let ¢;, as before, denote the j-th normalized eigenfunction of L.
We know already that N (H'(u;,u;)) is two-dimensional, and it clearly contains the
vector (0, ¢;). To find a second, linearly independent member of N(H'(u;,u;)), we
differentiate the equation H (u,u(n)) = 0, valid for all p > pg, with respect to g and
obtain

H' (p, u(p)) (1,0 (1)) = 0, (3.1)

for all g > po. Setting p = p;, we see that (1,u'(p;)) € N(H'(pj,u;)). Differenti-
ating (3.1) once again, we obtain

H" (p,u(p)) (L0 (1)) (1,0 () + H' (g, u(p)) (0,2 (1)) = 0,

for p > po. With p = p;, it follows that H” (p;,u;) (1,4 (15))(1, %' (1;)) belongs
to R(H'(uj,u;j)). Now it just remains to be shown that the mixed derivative
H" (p,u;)(1,u'(115))(0, ¢;) does not belong to R(H'(1;,u;)). To that end, observe

that for all > po, we have H'(p,u(p))(0, ;) = Hu(p,u(p)d; = Xj(p, u(p))d;.
Differentiating this with respect to u, we get

d

H" (p,u(p)) (1,2 (1)) (0, ;) = @/\j(u,y(u))% :

for u > po, and thus

1y 0) (1,2 (0))(0.6) = (G000 0)] ).

Since 4- 4N, (,u))!uzuj # 0 (see Lemma 2.1(b)) and ¢, is not in R(H'(u;,u;)) =
R(H,(pj,u;)) = R(L — £;Id), neither is H"” (pj,u;)(1,2'(1;))(0,¢;). This finishes

the proof.

The following is an immediate consequence of Lemma 3.1 and the fact that
regular-singular points of H are Crandall-Rabinowitz points of H (see Section 1).

Corollary 3.2. The only bifurcation points on the trivial solution branch »* of
Problem (P) are the zeros (u;,u;) of the eigenvalues \; with j > 1, as given in
Lemma 2.1(b). Locally, near any of the points (u;,u;), the solution set ¥ of Prob-
lem (P) is the union of two simple C'-arcs that intersect transversally at (u;,u;).

Following Rabinowitz [4], we can show that the bifurcations occurring at the
points (y;,u;) are in fact global rather than local phenomena. Since this is not our
primary concern here, we sketch the argument only briefly.

For j € N, let C; denote the connected component of (y;,u;) in ¥\ ¥*, which
we consider a metric subspace of R x X (or equivalently, of R x C([-1,1]) or of
R x C'([-1,1])). The continuum C; obeys the “Rabinowitz alternative”: Either C
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is a compact subset of the interior of Ry x X, (the domain of H) and contains a
point of ¥* different from (u;,u;). Or C; is unbounded or intersects the boundary of
Ry x X4. (See [7, Theorem 3.5] for a version of the Rabinowitz bifurcation theorem
that is directly applicable in the situation at hand.) In view of our a-priori bounds for
nontrivial solutions of Problem (P) (see Lemma 2.2), C; cannot reach the boundary
of R4 x X . Moreover, C; can intersect X* only at a zero of the eigenvalue \;, that
is, only at the point (4;,u;). The latter is a consequence of the nodal properties
of the nontrivial solutions of Problem (P) (see Lemma 2.2 again) and of analogous
nodal properties of the eigenfunctions of L. (We refer to [7, Chapter 3] or [1, 3, 4,
5, 6, 8] for details of the argument, which is by now routine.) It follows that C; is
unbounded.

Moreover, C; \ {(u;,u;)} is entirely contained in the set ¥, consisting of all
nontrivial solutions (u,u) of Problem (P) for which u — u(p) has exactly j zeros
(necessarily simple and located in the open interval (—1,1)). We can decompose ¥;
into subsets E;r and X7 consisting of those pairs (u,u) € ¥; for which u — u(p) is
positive or negative, respectively, at # = 1. The bifurcation point (p;,u;) belongs

to E—j N E—j_, and the Rabinowitz alternative holds, separately, for the connected

components C;E of (pj,u;) in E—jc (see the references quoted above for similar rea-
soning). It follows that both C’;“ and C} are unbounded with C’;“ NC; = {(u,u;)}
and Cj uc; =0;.

Finally, we note that thanks to the a-priori bounds of Lemma 2.2, every un-
bounded set of nontrivial solutions of Problem (P) must contain solutions (u,u) with
arbitrarily large p. Summarizing all our results, we have the following theorem.

Theorem 3.3. There is a sequence ((1;,u;)) en, With (1) en strictly increasing, of
Crandall-Rabinowitz type bifurcation points on the lower part of the trivial solution
branch ¥* of Problem (P), and these are the only points where nontrivial solutions
bifurcate from the trivial solution set ¥* U (Ry x {0}). At each of the points
(pj,u;), an unbounded continuum C; of solutions bifurcates from ¥*, which does
not contain any trivial solution other than (u;,u;). This continuum C; is the union
of two subcontinua Cj and C; with the following properties: (a) Both Cj and
C; contain solutions (u,u) with arbitrarily large p. (b) If (u,u) € C’;r (C;) and
(e, w) # (pj,u;), then g > po and the function u — u(p) has exactly j zeros and is
positive (negative) at x = 1.

4. SPATIALLY INHOMOGENEOUS PERTURBATIONS OF PROBLEM (P)

We will now embed Problem (P) into a family (P.) of problems with spatially inho-
mogeneous source terms. Due to the spatial inhomogeneity of the right-hand side,
Problem (P.) will not have trivial solutions (u,u) with w # 0. Still, the abstract
results of Section 1 will allow us to prove the existence of solutions of Problem (P.)
close to the trivial solution branch ¥* of Problem (P)=(P() and to describe the local
structure of this set of solutions.

~ Let J be an open interval containing 0 and let ¢ denote a C?-function on
J x [-1,1] with ¢(0,z) = 1 for all x € [~1,1]. For € € J, consider the boundary-
value problem
d
dx

du

(k@3 ) = ale.a)f(w) —g(w) i (-1,1),  W(E)=0, (P
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under the same assumptions on k, f, and g as in Section 2. Clearly, (Pg) co-
incides with our earlier problem, (P). Using the same functional-analytic setting
as in Section 3, we can write Problem (P.) as an operator equation of the form
Lu = N(e, p,u), with N : J x Ry x X, — Y defined by

N(e, psu) := pq(e, ) fou—gou,

or equivalently, as ~
H(E’uau) = 07 (Pﬁ)

with H : J x Ry x X, — Y defined by
H(e, p,u) :== Lu — N (e, pu,u).

The mapping N is completely continuous (with respect to the norms of R x R x X
and Y') and twice continuously differentiable on the open set J x Q2 (where, as before,
Q= (0,00) x{u € X |u(z) > cVz €[-1,1]}). In conjunction with the well-known
properties of L, this implies that for every (e, u, u) € €, the partial Fréchet derivative
H,,u)(€, p,u) is a Fredholm operator of index 1.

For € € J, let X denote the solution set of Problem (P.), or equivalently, of
Problem (P,):
e = {(,u,u) e Ry x Xy ‘ H(e,,u,u) = 0}

For any € € J, the set X, contains the trivial solutions (u,0) with x4 € R, but no
further trivial solutions unless g(¢, -) is constant (as in the case e = 0). Of course, X
coincides with the solution set ¥ of Problem (P), which we analyzed in Sections 2
and 3. We are interested in how the spatially inhomogeneous perturbations affect
the trivial solution branch ¥* of Problem (P).

Specifically, what is the local structure of X, for € close to 0, near a point
(u*,u*) on X*? Applying the results of Section 1, we first note that if (u*,u*)
is a regular point of H(0,-,-), then X, is locally, near (u*,u*), just a continuous
deformation of the curve ¥* and in particular, a simple C'-arc. If (u*,u*) is one
of the bifurcation points (u;,u;) (and thus, a regular-singular point of H(0,-,-)),
then ¥, is locally, near (u*,u*), a homeomorphic image of the set {(o,7) € R? |
o1+ p(e) = 0}, where p is a C'-function with p(0) = 0 (see Theorem 1.1 for a much
more precise statement). In particular, ¥, contains a bifurcation point near (u*,u*)
if and only if p(e) = 0.

At the end of Section 1, we derived a simple criterion for nonpersistence of
the bifurcations occurring at regular-singular points. Applying this criterion in the
present situation, we infer the following: If H.(0, u*, u*) does not belong to the range
of H, (0, u*), then p(e) # 0 for all € # 0 close to 0, and then, none of the
corresponding sets X, contains a bifurcation point near (u*,u*). Now, if (u*,u*) =
(pj,u;) for some j € N, then H (0, u*,u*) = —ujf(uj)%(o, -), which is a nonzero
constant multiple of %(0, -). Moreover, R(H ,.(0, u*,u*)) = R(H,(0,x*,u*)) and
H, (0, u*,u*) = L—{;1d (see the proof of Lemma 3.1), so that R(H, (0, u*,u*)) is
nothing but the orthogonal complement, in Y = L?((—1,1)), of the j-th normalized
eigenfunction ¢; of L. We conclude that the bifurcation at (u*,u*) is nonpersistent
provided that

1
/ %(O,x)(ﬁj(w) dz £0.
_1 0¢
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In the absence of special symmetries, this condition is generic. But let us now
assume that the diffusion coefficient k as well as the functions q(e, -) are even:

k(x) = k(—z) and q(e,x) = q(e, —x)

for all x € [-1,1] and € € J. For every function u : [-1,1] — R, let @ denote its
reflection at x = 0, that is, u(x) := u(—=x) for x € [-1,1]. A simple calculation
shows that L& = Lu for every v € X. As a consequence, the eigenfunctions of
L are either even or odd; in fact aj = (-1)7¢;, for j € Z;. It follows that if
(p,u) € Ry x X satisfies H(e, u,u) = r¢;, for some € € J and r € R, then (u, i)
satisfies H (e, p,u) = (—1)7r¢;.

Again, let (u*,u*) be one of the bifurcation points of Problem (P) on ¥*, that is,
(p*,u*) = (p;,u;) for some j € N. Applying Theorem 1.2, with the eigenfunction ¢;
playing the role of the vector yo € Y\ R(H, ,)(0, #*,u*)), we obtain a neighborhood
U C Qof (u*,u*) and an interval I C J containing 0 such that for every e € I, the
mapping H (e, -, -) has a unique singular point (u},u’) € U whose image H (e, .}, u?’)
is a constant multiple of ¢;. The point (u},u}) is a regular-singular point of H (e, -, ),
and there is a function p € C*(I) such that H (e, u?,u’) = p(€)e;.

Being a regular-singular point of H(e,-,-), the point (u},u}) is a bifurcation
point for the equation
H(E, , ’LL) = p(E)qb] )

and with our earlier observation regarding the symmetries of H and ¢;, it follows
that (u}, @) is a bifurcation point for

H(e’:u”u) = (_1)jp(6)¢j :

Also, since (uk,u?) is close to (p*,u*), so is (u¥,u’) (recall that u* is a constant).

That is, the neighborhood U of (u*,u*) provided by Theorem 1.2 can be chosen
so that both points, (u,u’) and (u},w)), belong to U. But U contains only one
singular point of H(e,-,-) whose image is a constant multiple of ¢;. We conclude
that u; = u} and (—1)?p(e) = p(e). If j is odd, we must have p(e) = 0, and then
(u¥,u¥) is a bifurcation point for Problem (P.). In other words, at least every other
one of the bifurcations occurring on the trivial solution branch of Problem (P) is
persistent!

The following theorem summarizes our results.

Theorem 4.1. Let ((1;,u;));jen denote the sequence of bifurcation points on the
trivial solution branch X* of Problem (P), as described in Theorem 3.3, and let
(¢j)jez, be the sequence of normalized eigenfunctions of the operator L.

(a) For every j € N, if f_ll %(0, x)¢;(x)dx # 0, then the bifurcation at (1, u;)
is nonpersistent: None of the problems (P.) with € close to but different from 0 has
a bifurcation point near (1, u;). In fact, the solution set of (P.), for any such e, is
locally, near (uj,u;), the union of two disjoint, simple C'-arcs.

(b) If the coefficient k and the functions q(e, ), for € € J, are even, then the
bifurcations occurring at odd-numbered points (yu;,u;) are persistent: Each of the
problems (P.) with e close to 0 has a unique bifurcation point (y;c, u; ) near (u;, u;).
In fact, the solution set of (P.), for any such e, is locally, near (;,u;), the union of
two simple C''-arcs that intersect transversally at (1 e, uje).
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mu=g(y)/f(y)

15+

051

t t } } t t t t t
0 2 4 6 8 10 12 14 16 18
mu

Example of a trivial solution branch ©* with bifurcation points (u;,u;).
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