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Degenerate two-phase incompressible flow

problems III: Perturbation analysis and

numerical experiments ∗

Zhangxin Chen & Natalia L. Khlopina

Abstract

This is the third paper of a three-part series where we develop and
analyze a finite element approximation for a degenerate elliptic-parabolic
partial differential system which describes the flow of two incompressible,
immiscible fluids in porous media. The approximation uses a mixed finite
element method for the pressure equation and a Galerkin finite element
method for the saturation equation. It is based on a regularization of the
saturation equation. In the first paper [15] we analyzed the regularized
differential system and presented numerical results. In the second paper
[16] we obtained error estimates. In the present paper we describe a per-
turbation analysis for the saturation equation and numerical experiments
for complementing this analysis.

1 Introduction

The flow of two incompressible, immiscible fluids in a porous medium Ω ⊂ Rd,
d ≤ 3 [2, 25] is given by

φ∂ts−∇ · (κλw(s)(∇pw + γw)) = qw,

−φ∂ts−∇ · (κλo(s)(∇po + γo)) = qo,

pc(s) = po − pw,

(1.1)

where w indicates a wetting phase (e.g., water), o denotes a nonwetting phase
(e.g., oil), φ and κ are the porosity and absolute permeability of the porous
system, s is the (reduced) saturation of the wetting phase, pα, λα, γα, and
qα are, respectively, the pressure, mobility (i.e., the relative permeability over
the viscosity), gravity-density vector, and external volumetric flow rate of the
α-phase (α = w, o), and pc is the capillary pressure function.
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30 Degenerate two-phase incompressible flow III

To separate the saturation equation from the pressure equation, we define
the total mobility

λ(x, s) = λw + λo.

Also, following [1, 6] we define the global pressure

p = po −

∫ s
0

(
λw

λ

∂pc

∂s

)
(x, ξ)dξ, (1.2)

and following [8] the complementary pressure

θ = D(s) = −

∫ s
0

(
κ
λwλo

λ

∂pc

∂s

)
(x, ξ)dξ. (1.3)

Then, by (1.2), (1.3), and some manipulations, it follows from (1.1) that [8, 14]

−∇ · {κ(λ(s)∇p+ γ′1(s))} = q ≡ qw + qo,

φ∂ts−∇ ·
{
∇θ + κ

(
λw(s)∇p+ γ′2(s)

)}
= qw,

(1.4)

where

γ′1 = −λw∇xpc + λ
∫ s
0
∇x
(
λw
λ
∂pc
∂s

)
(x, ξ)dξ + λwγw + λoγo,

γ′2 = −λw∇xpc + λw
∫ s
0
∇x
(
λw
λ
∂pc
∂s

)
(x, ξ)dξ + λwγw

+
∫ s
0 ∇x

(
λwλo
λ

∂pc
∂s

)
(x, ξ)dξ.

In (1.4), s is related to θ through (1.3):

s = S(θ), (1.5)

where S(x, θ) is the inverse of D(s) for 0 ≤ θ ≤ θ∗(x) with

θ∗(x) = −

∫ 1
0

(
κ
λwλo

λ

∂pc

∂s

)
(x, ξ)dξ.

The pressure equation is given by the first equation of (1.4), while the satu-
ration equation is described by the second equation. They determine the main
unknowns p, s, and θ. The model is completed by specifying boundary and
initial conditions.
For simplicity, in this paper we only consider the Neumann boundary con-

ditions

−κ(λ(s)∇p+ γ′1(s)) · ν = ϕ1(x, t), (x, t) ∈ Γ× J,

−
{
∇θ + κ

(
λw(s)∇p+ γ′2(s)

)}
· ν = ϕ2(x, t), (x, t) ∈ Γ× J,

(1.6)

where ϕ1 and ϕ2 are given functions, J = (0, T ] (T > 0), Γ is the boundary
of Ω, and ν is the outer unit normal to Γ. The boundary conditions in (1.6)
come from those imposed for the phase quantities via the transformations (1.2)
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and (1.3) [12]. For other types of boundary conditions, refer to [14]. The initial
condition is given by

s(x, 0) = s0(x), x ∈ Ω. (1.7)

In recent years, the interest in the numerical simulation of two-phase fluid
flow in porous media has been rising rapidly (see [18] and the bibliographies
therein). In conjunction, there has been intensive research into the error analysis
of numerical methods used in the simulation (see the extensive references in [12]).
However, in most previous works the error analysis has been carried out under
the unrealistic assumption that the capillary diffusion coefficient is uniformly
positive. Namely, it has been assumed that −(λwλo/λ)(∂pc/∂s) is uniformly
positive. The case where this diffusion coefficient can be zero has been treated in
[11, 12, 19, 20, 28]. But, in these papers only simplied saturation equations have
been analyzed; i.e., the second equation in (1.4) with p (or u the total velocity;
see (3.1a) later) given and qw = γ

′
2 ≡ 0 has been considered [11, 12, 19, 20, 28].

More recently, in [14] the fully coupled system (1.4) has been analyzed for the
finite element approximation used here. It has been shown [14] that when this
approximation directly solves the degenerate system, optimal error estimates
behave like O(h), where h is the discretization mesh size. The main purposes
of this series of three papers are to analyze regularized versions of this fully
coupled system, improve the error estimates in [14], describe a perturbation
analysis, and present numerical experiments.

The error analysis presented in [16] was based on a regularization of the
saturation equation. The diffusion coefficient of this equation was perturbed
to obtain a nondegenerate problem with smooth solutions. The regularized
solutions were shown to converge to the original solution as the perturbation
parameter goes to zero with specific convergence rates given. Then a finite
element approximation was used to solve the regularized solutions of the dif-
ferential system. This approximation, which follows [14], combined a mixed
finite element method for the pressure equation and a Galerkin finite element
method for the regularized saturation equation. Then, for this approximation
we proved that the norm of error estimates depended on the severity of the
degeneracy in diffusivity. In particular, for the degeneracy under consideration
error estimates we obtained can behave like O(h1+ε), where 0 < ε < 1. This
result thus improved that in [14] in some cases.

In the first paper [15] we analyzed the regularized differential system, de-
scribed the finite element approximation, and presented numerical results. In
the second paper [16] we obtained error estimates. Both semidiscrete (contin-
uous in time) and fully discrete approximations were analyzed. In the present
paper we describe a perturbation analysis for the saturation equation and carry
out numerical experiments for complementing this analysis. We remark that
since the differential system for the single-phase, miscible displacement of one
incompressible fluid by another in porous media resembles that for the two-
phase incompressible flow studied here [13], the analysis presented in this paper
extends to the miscible displacement problem. Also, due to its convection-
dominated feature, more efficient approximate procedures should be used to
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solve the saturation equation. Characteristic-based finite element methods will
be considered in forthcoming papers.
The rest of the paper is organized as follows. After preliminaries in the

next section we consider a regularization of the differential system (1.4) in the
third section and a perturbation method for the saturation equation in the forth
section. Then we describe a finite element approximation for this regularized
system in the fifth section. Numerical experiments are given in the final section.

2 Preliminaries

In this section we present preliminary results used in later sections. In particular,
we collect some results for the Poisson solution operator E, which is defined
below, and for the regularized diffusion coefficient.
For g ∈ H−1(Ω) (the dual to H1(Ω)), set

gΩ = (g, 1)

in the sense of duality between H−1(Ω) and H1(Ω). When g is Lebesgue inte-
grable on Ω, we have

gΩ =

∫
Ω

gdx.

For g ∈ H−1(Ω), consider the Neumann boundary value problem

−∆ω = g − gΩ in Ω,

∇ω · ν = 0 on Γ,

ωΩ = gΩ.

(2.1)

The Poisson solution operator E : H−1(Ω)→ H1(Ω) is defined by

E(g) = ω.

It follows from (2.1) that

(∇ω,∇v) = (g, v)− gΩvΩ, v ∈ H1(Ω);

i.e.,
(g, v) = (∇(E(g)),∇v) + gΩvΩ.

Especially, take v = E(g) to see that

(g, E(g)) = ‖∇(E(g))‖2L2(Ω) + (E(g)Ω)
2. (2.2)

It can be easily checked [19] that the operator E is linear, symmetric, and
positive definite. Furthermore, for v ∈ H1(Ω) note that the norm

(
‖∇v‖2L2(Ω) + (vΩ)

2
)1/2
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is equivalent to the usual norm on H1(Ω). Thus, by (2.2), we can define the
norm on H−1(Ω)

‖g‖H−1(Ω) = (g, E(g))
1/2,

which is equivalent to the usual norm on H−1(Ω).
As mentioned in the introduction we improve the error estimate in [14] by

studying a regularized version of the saturation equation. For this, we define
the capillary diffusion coefficient

d(s) = −κ
λwλo

λ

∂pc

∂s
,

and assume that it satisfies

d(s) ≥



c1|s|µ1 , 0 ≤ s ≤ β1,

c2, β1 ≤ s ≤ β2,

c3|1− s|µ2 , β2 ≤ s ≤ 1,

(2.3)

where ci (i = 1, 2, 3) are positive constants, and µi and βi (i = 1, 2) satisfy

0 < β1 < 1/2 < β2 < 1, 0 < µ1, µ2 ≤ 2.

Set
µ = max{µ1, µ2},

and

γ =
2 + µ

1 + µ
.

Note that γ is the conjugate to 2 + µ. As in (1.3), we also set

θ = D(s) =

∫ s
0

d(ξ)dξ.

Remark that (2.3) assumes the nature of degeneracy in the coefficient d(s) near
zero and one. The following lemma can be found in [19].

Lemma 2.1. Let d satisfy (2.3). Then there exists a positive constant C,
depending only on the parameters in (2.3), such that

C(s2 − s1)
1+µ ≤ D(s2)−D(s1), 0 ≤ s1 ≤ s2 ≤ 1. (2.4)

3 Regularization

For the convenience of the later analysis, we rewrite (1.4) as follows:

∇ · u = q, u = −κ(λ(s)∇p+ γ′1(s)) in ΩT ,

φ∂ts−∇ ·
{
∇D(s)− fw(s)u + γ2(s)

}
= qw in ΩT ,

(3.1a)

where ΩT = Ω× J and

fw(s) = λw(s)/λ(s), γ2(s) = κ{γ
′
2(s)− fw(s)γ

′
1(s)}.
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The boundary and initial conditions become

u · ν = ϕ1(x, t), (x, t) ∈ Γ× J,

−
(
∇D(s)− fw(s)u+ γ2(s)

)
· ν = ϕ2(x, t), (x, t) ∈ Γ× J,

s(x, 0) = s0(x), x ∈ Ω.

(3.1b)

Existence and uniqueness of a solution to (3.1) in the weak sense has been shown
in [8] with

θ = D(s) ∈ L2(J ;H1(Ω)), s ∈ L∞(ΩT ), p ∈ L
∞(J ; V̂ ),

where
V̂ = {v ∈ H1(Ω) : vΩ = 0}.

Also, it was shown under physically reasonable assumptions that u is bounded:

‖u‖L∞(ΩT ) ≤ C. (3.2)

Property (3.2) and the following assumptions are implicitly used in this paper:
φ ∈ L∞(Ω) satisfies that φ(x) ≥ φ∗ > 0, κ(x) is a bounded, symmetric, and
uniformly positive definite matrix, i.e.,

0 < κ∗ ≤ |ξ|
−2

d∑
i,j=1

κij(x)ξiξj ≤ κ
∗ <∞, x ∈ Ω, ξ 6= 0 ∈ Rd,

and λ(s) satisfies that

0 < λ∗ ≤ λ(s) ≤ λ
∗ <∞, s ∈ [0, 1].

Without loss of generality, we further assume that φ ≡ 1 (otherwise, we consider
the new variable ŝ = φs instead of s and the subsequent analysis is the same).
Also, the functions d, fw, γ

′
1, and γ2 are assumed to be bounded functions of s.

Finally, all the functions of s need to be defined only on [0, 1].
We replace d by a positive dβ > 0 with dβ → d in some sense as β → 0; a

specific example of dβ will be given at the end of this section. For given dβ > 0,
define

Dβ(s) =

∫ s
0

dβ(ξ)dξ.

The corresponding non-degenerate differential system is given by

∇ · uβ = q, uβ = −(λ(sβ)∇pβ + γ′1(sβ)) in ΩT ,

∂tsβ −∇ ·
{
∇Dβ(sβ)− fw(sβ)uβ + γ2(sβ)

}
= qw in ΩT ,

(3.3a)

with the boundary and initial conditions

uβ · ν = ϕ1(x, t), (x, t) ∈ Γ× J,

−
(
∇Dβ(sβ)− fw(sβ)uβ + γ2(sβ)

)
· ν = ϕ2(x, t), (x, t) ∈ Γ× J,

sβ(x, 0) = s0(x), x ∈ Ω.

(3.3b)
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We now determine in what manner (pβ, uβ , sβ)→ (p, u, s) as β → 0. Toward
that end, we make the assumption

‖λ(s1)− λ(s2)‖2L2(Ω) + ‖γ
′
1(s1)− γ

′
1(s2)‖

2
L2(Ω)

+‖fw(s1)− fw(s2)‖2L2(Ω) + ‖γ2(s1)− γ2(s2)‖
2
L2(Ω)

≤ C(D(s1)−D(s2), s1 − s2), 0 ≤ s1, s2 ≤ 1.

(3.4)

A sufficient condition for (3.4) to hold will be described later in this section.
The proof of Lemma 3.1 and Theorem 3.2 can be found in [15].

Lemma 3.1. Let (p, u, s) and (pβ , uβ, sβ) solve (3.1) and (3.3), respectively.
Then there is a constant C independent of β such that

‖p−pβ‖L2(Ω)+‖u−uβ‖L2(Ω) ≤ C
{
‖λ(s)−λ(sβ)‖L2(Ω)+‖γ1(s)−γ1(sβ)‖L2(Ω)

}
.

Theorem 3.2. Assume that dβ ≥ d and conditions (2.3) and (3.4) are satisfied.
Let (p, u, s) and (pβ , uβ, sβ) solve (3.1) and (3.3), respectively. Then

‖p− pβ‖2L2(ΩT ) + ‖u− uβ‖
2
L2(ΩT )

+ ‖s− sβ‖2L∞(J;H−1(Ω))

+
∫
J
(Dβ(s)−Dβ(sβ), s− sβ)dτ ≤ C(β),

(3.5)

where C(β) = C‖D(s)−Dβ(s)‖
γ
L∞[0,1].

Corollary 3.3. Under the assumptions of Theorem 3.2, we have

‖Dβ(s)−Dβ(sβ)‖L2(ΩT ) ≤ C(β)
1/2,

‖s− sβ‖Lµ+2(ΩT ) ≤ C(β)
1/(µ+2).

The first result follows from (3.5) and the obvious inequality

(D(s1)−D(s2))
2 ≤ ‖d‖L∞[0,1](D(s1)−D(s2))(s1 − s2), 0 ≤ s1, s2 ≤ 1,

while the second result follows from (2.4) and (3.5).
As in [19], we now consider a specific example of the regularization dβ given

by

dβ(s) = max{d(s), β
µ}. (3.6)

Note that

‖D(s)−Dβ(s)‖L∞[0,1] ≤ Cβ
µ+1,

for β small enough, so

C(β) ≤ Cβµ+2. (3.7)

We end this section with a remark on condition (3.4). Let η represent one
of the quantities λ, fw, γ

′
1, and γ2. It is clear that if η satisfies that

|η(s1)− η(s2)|
2 ≤ C(D(s1)−D(s2))(s1 − s2), a. e. 0 ≤ s1, s2 ≤ 1, (3.8)
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then assumption (3.4) is true for η. A necessary and sufficient condition for
(3.8) to hold is that [14]

|ηs|
2 ≤ Cd(s), a. e. s ∈ [0, 1]. (3.9)

Inequality (3.9) means that ηs vanishes with d. Below we give the conditions on
η so that (3.8) or (3.9) holds. The proof of the next proposition can be found
in [9] or [19].

Proposition 3.4. Assume that η ∈ C1[0, 1], ηs(0) = ηs(1) = 0, ηs is Lipschitz
continuous at 0 and 1, and assumption (2.3) is satisfied. Then there is a constant
C > 0 such that (3.8) holds.

4 Perturbation Analysis

In this section we report a formal application of the perturbation method for
the saturation equation

∂ts−∇ · {d(s)∇s} +∇ · {fw(s)u} − ∇ · γ2(s) = qw . (4.1)

The perturbation method in [21] is applied to analyze numerical solutions of
this problem. We assume that the numerical method we will develop produces
a solution in the asymptotic form

sε ∼ s1 + εs2 + · · · , (4.2)

where s1 is the exact solution of (4.1), s2 is a smooth function, and ε is a small
constant. Substituting (4.2) into (4.1), we see that

∂ts1 + ε∂ts2 −∇ · {d(s1 + εs2)∇(s1 + εs2)}

+∇ · {fw(s1 + εs2)u} − ∇ · γ2(s1 + εs2) + · · · ∼ qw .

Since s1 satisfies (4.1), we have

ε∂ts2 −∇ · {d(s1 + εs2)∇(s1 + εs2)− d(s1)∇s1}

+∇ · {(fw(s1 + εs2)− fw(s1)) u}

−∇ · {γ2(s1 + εs2)− γ2(s1)}+ · · · ∼ 0.

That is,

∂ts2 −∇ ·
{
s2
d(s1+εs2)−d(s1)

εs2
∇s1
}
−∇ · {d(s1 + εs2)∇s2}

+∇ ·
{
s2
fw(s1+εs2)−fw(s1)

εs2
u
}
−∇ ·

{
s2
γ2(s1+εs2)−γ2(s1)

εs2

}
∼ 0.

(4.3)

Assuming that d, fw, γ2 ∈ C1[0, 1] as in Proposition 3.4, it follows from (4.3)
as ε→ 0 that

∂ts2 −∇ · {s2ds(s1)∇s1} − ∇ · {d(s1)∇s2}

+∇ · {s2fws(s1)u} − ∇ · {s2γ2s(s1)} ∼ 0;
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i.e.,

∂ts2 −∇ · {d(s1)∇s2}+∇ · {s2 (fws(s1)u− γ2s(s1)− ds(s1)∇s1)} ∼ 0 . (4.4)

By (3.9), note that fws and γ2s vanish with d, so (4.4) reduces to the following
equation near the degeneracy of the function d(s) with some assumptions for
the functions γ2 and fw:

∂ts2 +∇ · {s2 (−ds(s1)∇s1)} ∼ ds(s1)∇s1 · ∇s2 .

Hence the above formal analysis indicates that the behavior of errors close to
the degeneracy is exponential and −ds(s1)∇s1 determines the gross rate of the
errors in time. This is the case as shown in our numerical experiments later.

5 Finite Element Approximation

For notational convenience, we consider the case of ϕ1 ≡ 0 in the analysis
below; otherwise, ϕ1 can be incorporated into the differential equation, or the
later mixed finite element method can be handled by introducing the space of
Lagrange multipliers [12].
For d = 2 or 3, let

H(div,Ω) = {v ∈ (L2(Ω))d : ∇ · v ∈ L2(Ω)},

and

V = {v ∈ H(div,Ω) : v · ν = 0 on Γ}, W = {w ∈ L2(Ω) : wΩ = 0}.

For 0 < hp, h < 1, let Thp and Th be regular partitions into elements, say,
simplexes, rectangular parallelepipeds, and/or prisms. Associated with Th, let
Mh ⊂ H1(Ω) be a standard C0-finite element space associated with Th such
that

inf
vh∈Mh

‖v − vh‖Lr(Ω) ≤ Ch
2‖v‖W 2,r(Ω), 1 < r <∞. (5.1)

In this paper we only consider lowest-order C0-finite elements such that (5.1)
is satisfied; due to a lack of regularity on the solution, no improvements in
the asymptotic convergence rate result from taking higher order finite element
spaces.
Associated with the partition Thp , let Vh ×Wh = Vhp ×Whp ⊂ V ×W be

the Raviart-Thomas-Nedelec [26, 24], the Brezzi-Douglas-Fortin-Marini [4], the
Brezzi-Douglas-Marini [5] (if d = 2), the Brezzi-Douglas-Durán-Fortin [3] (if
d = 3), or the Chen-Douglas [10] mixed finite element space of index such that
the approximation properties below are satisfied:

infvh∈Vh ‖v − vh‖L2(Ω) ≤ Ch
l
p‖v‖Hl(Ω), 0 ≤ l ≤ k∗ + 1,

infvh∈Vh ‖∇ · (v − vh)‖L2(Ω) ≤ Ch
l
p‖∇ · v‖Hl(Ω), 0 ≤ l ≤ k

∗∗,

infwh∈Wh ‖w − wh‖L2(Ω) ≤ Ch
l
p‖w‖Hl(Ω), 0 ≤ l ≤ k∗∗,

(5.2)

where k∗∗ = k∗ +1 for the first two spaces, k∗∗ = k∗ for the second two spaces,
and both cases are included in the last space.
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5.1 A semidiscrete approximation

Let

a(s) = (κλ(s))−1, γ1(s) = −γ
′
1(s)λ

−1(s).

As mentioned before, the functions of s are defined on [0, 1]. In this section the
possibility that s 6∈ [0, 1] is allowed. Following [11, 20, 27], the function dβ is
extended as follows:

dβ(s) =

{
dβ(1) if s ≥ 1,

dβ(−s) if s ≤ 0.

Let η represent one of the quantities a, fw, γ1, and γ2. We extend η by

η(s) =

{
η(1) if s ≥ 1,

η(0) if s ≤ 0.

By the above extension it follows that Dβ(s) is now strictly increasing in s on
the real line because D′β(s) = dβ(s) > 0 for any β > 0, so Dβ has a C

1 inverse

function Sβ . Finally, let Ph indicate the L2-projection operator onto Mh.
As remarked before, the pressure equation is approximated by the mixed

finite element method. For each t ∈ J̄ , the mixed finite element solution
(uh(·, t), ph(·, t)) ∈ Vh ×Wh satisfies

(∇ · uh, w) = (q, w), ∀w ∈Wh,

(a(sh)uh, v)− (ph,∇ · v) = (γ1(sh), v), ∀v ∈ Vh,
(5.3)

where sh is determined below. First, for each t ∈ J we define θh(·, t) ∈Mh by

(∂tSβ(θh), v) + (∇θh − fw
(
Sβ(θh)

)
uh

+γ2
(
Sβ(θh)

)
,∇v) + (ϕ2, v)Γ = (qw , v), ∀v ∈Mh,

(5.4)

with the initial approximation

PhSβ(θh(0)) = Phs0. (5.5)

Now, we determine sh by sh = Sβ(θh), which approximates sβ .
Notice that approximating Dβ(sβ) by θh, then sβ by Sβ(θh), yields a higher

rate of convergence than approximating sβ by an element inMh directly [14, 20].
Also, note that if bases are introduced in Vh, Wh, andMh, equations (5.3)–(5.5)
can be written as a nonlinear system of ordinary differential equations for sh
(after substituting (5.3) into (5.4)). With our assumptions on the data, this
nonlinear system can be shown to have a unique solution from the fundamental
theorem of ordinary differential equations [11]. An error analysis for (5.3)–(5.5)
is given in the second paper [16].
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5.2 A fully discrete approximation

For each positive integer N , let 0 = t0 < t1 < · · · < tN = T be a partition of
J into subintervals Jn = (tn−1, tn] with length ∆tn = tn − tn−1, 1 ≤ n ≤ N .
Also, set vn = v(·, tn). Finally, we indicate the time difference operator by

∂vn =
vn − vn−1

∆tn
, 1 ≤ n ≤ N.

Now, the fully discrete approximation is given as follows. For any 1 ≤ n ≤ N ,
find (unh, p

n
h) ∈ Vh ×Wh such that

(∇ · unh, w) = (q
n, w) ∀w ∈ Wh,

(a(snh)u
n
h, v)− (p

n
h ,∇ · v) = (γ1(s

n
h), v) ∀v ∈ Vh,

(5.6)

where sh = Sβ(θh) and for each n, θnh ∈Mh satisfies

(∂Sβ(θnh), v) + (∇θ
n
h − fw

(
Sβ(θnh)

)
unh

+γ2
(
Sβ(θnh)

)
,∇v) + (ϕn2 , v)Γ = (q

n
w, v), ∀v ∈Mh,

(5.7)

with the initial approximation given as in (5.5).

1/∆x p− ph rate for p u− uh rate for u

10 0.0585 - 0.0280 -
20 0.0277 1.07 0.0073 1.94
40 0.0135 1.04 0.0019 1.97
80 0.0066 1.02 0.0005 1.98

Table 1a. The error estimates for p and u.

The remark on existence and uniqueness of (5.6) and (5.7) can be made as
above [12]. Also, an error analysis for this approximation is presented in [16].

1/∆x s− sh for rate for s− sh for rate for
β = 0 β = 0 β = β0 β = β0

10 0.0858 - 0.5443 -
20 0.0452 0.91 0.2931 0.90
40 0.0272 0.74 0.1236 1.24
80 0.0162 0.75 0.0530 1.22

Table 1b. The error estimates for s in the first example.

6 Numerical Results

The numerical experiments are presented to show convergence of our approxi-
mation scheme, to demonstrate the qualitative behavior of error estimates, to
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compare the present regularization technique with the un-regularized version
used in [14], and to complement the perturbation analysis in the fourth section.
Toward that end, we consider the pressure-saturation system of the form

−∇ · (λ(s)∇p) = q in ΩT ,

∂ts−∇ ·
{
d(s)∇s+ λw(s)∇p

}
= qw in ΩT .

(6.1)

For simplicity we focus on the Dirichlet boundary conditions

p = pD, s = sD on Γ× J.

The initial condition is

s(x, 0) = s0(x), x ∈ Ω.

Example 1. The domain Ω is taken to be the unit square and other data are
chosen as follows:

λ(s) = 1, d(s) = s(1− s), λw(s) = 1.

In the first example the exact solution of system (6.1) is of the form

p(x, t) = sin(πx) sin(πy), s(x, t) = t sin(πx) sin(πy).

The boundary and initial data coincide with the exact solution on the boundary
and at the initial time. Also, the functions in the right-hand side of system
(6.1) result from the exact solution. The numerical experiments reported here
are mainly to show the qualitative behavior of the finite element approximation
for the degenerate saturation equation. This is why we consider the case where
λ(s) = 1, so the pressure equation is decoupled from it. We also carried out
experiments with λ(s) depending on s, which are not reported here and have
similar results to those illustrated here. Furthermore, note that the data satisfy
assumptions (2.3) with µ1 = µ2 = µ = 1 and (3.4).
Uniform partitions of Ω into triangles are used, with ∆x = ∆y as the lengths

in the x and y directions, and the lowest-order Raviart-Thomas mixed finite
element on the triangles [26] are exploited. The mixed method is used for the
pressure equation and the standard finite element method with the backward
Euler scheme for the time differentiation term is utilized for the saturation
equation, as in (5.6) and (5.7). The time step is taken to be proportional to the
space step. The mixed finite element method is implemented as in [7].
Error estimates and convergence rates in the L∞-norm for the approxima-

tions to the pressure and velocity u = −λ(s)∇p are presented in Table 1a. From
this table we see that the mixed method is first-order accurate for the pressure
and second-order accurate for the velocity. That is, a superconvergence rate oc-
curs for the velocity. The error estimates in the L∞-norm for the saturation at
t = 1 are described in Table 1b. We consider the cases where the regularization
parameter β is taken to be zero or β0 ≡ Chµ0 with µ0 given by

µ0 =
4

3µ+ 2
,
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which is chosen according to the error analysis performed in the paper [16].
The convergence rates in the case of β = β0 are better than those in the case
of β = 0. Also, the convergence rates in the former case coincide with the
theoretical results obtained in [16]. Finally, the error with ∆x = 1/80 for sh
with β = β0 is shown as Figure 1 in a separate file. It can be seen that maximum
errors occur in the center where d(s) is zero and near the boundary of the domain
where d(s) is close to zero. This complements the perturbation analysis in the
forth section.
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Error of the approximation for saturation n=40,m=1600,b=0.0

Figure 2: The error s− sh for β = β0 in the second example.

Example 2. In this example, we simulate a relatively simple two-phase flow
problem. The data are given as follows:

krw = s, kro = 1− s, µw = 0.5 cp, µo = 2 cp,

ρw = 1 g/cm
3
, ρo = 0.7 g/cm

3
, φ = 0.2, k = 0.05 darcy.

Moreover, the function pc is given by

pc(s) = 1− s .

With these, the system of equations (3.1a) now reduces to

∇ · u = q ,

u = −a(s)(∇p−G(s)) ,

φ∂ts−∇ · {d(s)∇s− fw(s)u − b(s)} = qw ,



42 Degenerate two-phase incompressible flow III

where
a(s) = 0.0125(3s+ 1), G(s) = (0.7 + 3.3s)g̃,

d(s) = 0.1s(1− s)/(3s+ 1), fw(s) = 4s/(3s+ 1),

b(s) = 0.03s(1− s)/(3s+ 1)g̃ ,

where g̃ is the gravity vector.

1/∆x p− ph for rate for p− ph for rate for
β = 0 β = 0 β = β0 β = β0

10 0.075626 - 0.069228 -
20 0.036445 1.0532 0.031686 1.1275
40 0.017600 1.0501 0.014920 1.0866
80 0.008615 1.0307 0.007110 1.0693

Table 2a. The error estimates for p in the second example.

1/∆x s− sh for rate for s− sh for rate for
β = 0 β = 0 β = β0 β = β0

10 0.2905 - 0.2423 -
20 0.1153 1.3331 0.0969 1.3222
40 0.0528 1.1268 0.0430 1.1722
80 0.0253 1.0614 0.0203 1.0829

Table 2b. The error estimates for s in the second example.

The numerical results corresponding to those in Example 1 are given in
Table 2 and Figure 2. Similar observations can be made here.

Example 3. In the final example, we test a more physically adequate set of
data. We simulate a two-phase flow problem [2]. The function pc(s) is given by

pc(s) = (1− s)
{
γ(s−1 − 1) + θ

}
,

where

γ = 20, 000 dynes/cm
2
, θ = 100 dynes/cm

2
.

The relative permeabilities are defined by

kro =

{
0 if s > so ,

s−2o (so − s)
2 if 0 ≤ s ≤ so .

and

krw =

{
(s− srw)2(1− srw)−2 if s ≥ srw ,

0 if 0 ≤ s < srw ,
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where
φ = 0.2, k = 0.05 darcy, µw = 0.5 cp,

µo = 2 cp, ρw = 1 g/cm
3
, ρo = 0.7 g/cm

3
,

so = 1− sro, sro = 0.15, srw = 0.2 .

The domain Ω and boundary and initial conditions are taken as in Example 1.
We consider the normalized water saturation

s =
sw − srw
1− sro − srw

.

The functions fw(s) and d(s) are illustrated in Figure 3.
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Figure 3: Normalized curves of fw(s) (A), f
′
w(s) (B), d

′(s) (C), and d(s) (D).

1/∆x s− sβh rate for s u− uβh rate for u

10 0.0025 - 0.0321 -
20 0.0015 0.7370 0.0124 1.37
40 7.7303e-04 0.9564 0.0050 1.3
80 3.9415e-04 0.9870 0.0022 1.2

Table 3. The error estimates for s and u in the third example.

The error estimates and convergence rates in the L∞-norm for the approxi-
mations to the saturation and velocity at t = 0.01 are presented in Table 3. The
table shows that both are first-order accurate. Also, we can see from Figure 3
that maximum errors occur when the saturation is close to zero.
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Figure 4: The error s− sh for β = β0 in the third example.
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