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A two dimensional Hammerstein problem:
The linear case *

Jun Hua & James L. Moseley

Abstract

Nonlinear equations of the form L[u] = Ag(u) where L is a linear
operator on a function space and g maps u to the composition function gou
arise in the theory of spontaneous combustion. We assume L is invertible
so that such an equation can be written as a Hammerstein equation,
u = Blu] where Blu] = AL '[g(u)]. To investigate the importance of
the growth rate of g and the sign and magnitude of A on the number of
solutions of such problems, in a previous paper we considered the one-
dimensional problem L(xz) = Ag(z) where L(xz) = ax. This paper extends
these results to two dimensions for the linear case.

1 introduction

We wish to investigate the number of solutions (and their computation) to
problems of the form
Lfu] = Mg(w) (L)

where L : V — W is a linear operator and V' and W are function spaces whose
domains are the same set, say D, and whose codomains are the real numbers
R. If w € V and & € D, then the value of the function g(u) at x is g(u(z))
where g : R — R. Thus we use the symbol g for a real valued function of a real
variable as well as for the (nonlinear Nemytskii) operator from V' to W that
this function defines by the composition g o u. An example is

—Au= X" T=[z,y,2]7 €QCR? (12)
u(@) =0 €N '
Here L is the negative of the Laplacian operator in three spacial dimensions with
homogeneous Dirichlet boundary conditions, & is a point in R3, € is an open
connected region in R?, 9 is its boundary, V = {u € V; : u(Z) = 0 VZ € 9Q}
where V; = C?(Q,R) N C(Q,R), and W = C(Q,R). Hence D = €. Such
problems arise in the theory of combustion [1, 3, 4, 5, 6]. For this problem in
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72 A two dimensional Hammerstein problem

R2?, it is known that for A < 0, there exists a unique solution. However, for
A > 0 and large, there is no solution. But for A > 0 and small, there are at
least two solutions. If A = 0, the solution set is the null space of L and since L
is invertible, the problem has only the trivial solution u = 0. If g(u) = u, (1.1)
is a spectral problem for L. Hence (1.1) is sometimes referred to as a nonlinear
eigenvalue problem.
We assume L is invertible so that (1.1) can be written as the Hammerstein
equation
u— AL g(u)] = 0. (1.3)

A solution of (1.3) is a fixed point of the combined operator B = A(L™! o g).
The level of difficulty of problems of type (1.1) or (1.3) varies greatly depending
on the number of elements in D, the value of n, and the operator L. We list
several categories, starting with the easiest.

1. One dimensional problems (i.e., D contains only one element).

2. Multidimensional problems (i.e., D is finite, but contains two or more
elements).

3. Infinite dimensional problems with D C R(n = 1) and L a first, second,
or higher order differential operator.

4. Infinite dimensional problems with D C R"™ , n =2,3,4,... and L a first,
second, or higher order partial differential operator.

Since L is linear, we at most have linear coupling and often this coupling is
weak. The coupling of L~! may be stronger than the coupling of L and is a
reason to examine (1.1) directly even when L is invertible. To investigate the
fundamental importance of the growth rate of g and the sign and magnitude of
A on the number of solutions to problems of this type, in a previous paper [2]
we considered the one dimensional nonlinear eigenvalue problem

ax = Ag(x). (1.4)

Here L : R — Ris L(z) = az, g : R — R is a continuous function and a and \ are
parameters. (If a # 0, L is invertible.) To this end, we first considered two types
of behavior for a continuous function f : R — R (i.e., f € C(R,R) consisting
of continuous Vx € R}), linear and quadratic. For L invertible (a # 0), we let
f(z) = © — kg(x) where k = A\/a. Although less restrictive conditions on f
can be obtained, for convenience we assumed that f has a continuous second
derivative for all z in R; that is, f € C*(R,R) = {f : R — R : f”(z) exists and
is continuous Vo € R}. We were interested in sufficient conditions on f that
will determine the number of solutions of the equation

f(z)=0. (1.5)

The obvious advantage of considering the scalar equation (one dimensional prob-
lem) (1.4) or (1.5) over an abstract Hammerstein equation or a Hammerstein
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equation of the type (1.1) where D is finite or infinite dimensional is that much
more (often everything) can be said for many functions g(x) (and classes of
functions). However, the techniques investigated here are quite different from
the standard fixed point theorems (e.g., contraction mapping theorem and the
Brouwer and Schauder fixed point theorems) and are expected to reveal dis-
tinctive new results when extended to higher dimensions including methods for
solving multidimensional problems. In this paper we obtain results for the lin-
ear case of a two dimensional problem by reducing it to a scalar problem of the
form (1.5).

2 Two dimensional problem

We consider the system of two equations:
ax + by = Ag(x) (2.1)
cx + dy = Ag(y)

where a,b,c,d,\ € R and g : R — R is a continuous function. These scalar
equations can be written as the vector or matrix equation

AZ = A\§(#) (2.3)
where
a=[] ==[7] sm=[2]
If A is invertible, (2.3) can be written as AA~'§(%) = #, NMA~1§(Z) — Z =0, or
@) =0 (2.4)

where f(Z) = \j (%) — AT or f(Z) = MA~'§(Z) — Z if A is invertible. The
solution set for (2.3) and (2.4) is S = {f €R?: f(f) = 6}

Our analysis proceeds in two steps. Since we only have linear coupling, we
first use case analysis to establish that the process of algebraic elimination on
the equations (2.1) and (2.2) can always be used to obtain a single equation in
one variable whose solutions are one component of a solution to (2.3). Having
found one component, we can then substitute into one of the equations (2.1)
and (2.2) to obtain a single equation in the other variable whose solutions are
the other component of a solution to (2.3). As our second step in the solution
process, for each such scalar equation of type (1.5), we then consider sufficient
conditions that establish f as being in the linear case (or f having the linear
property). We focus mainly on the case where b=c# 0, a =d # 0 and A # 0.

3 Linear case

For convenience in the linear case, we assume f € C'(R,R) and some of the
following hypotheses:



74 A two dimensional Hammerstein problem

H1 limg— o f(z) = 400

H2 lim, . f(z) = —c0

H3 lim;— o f(z) = —00

H4 lim, o f(z) = +00

H5 f'(x) > 0 (so that fis strictly increasing)
H6 f'(x) < 0 (so that f is strictly decreasing).

We consider properties that f: R — R and F(x) = ax + b (a # 0) may have in
common.

Definition 3.1. If f(z) satisfies H1 and H3, we say that it is mainly increas-
ing. If it satisfies H1, H3, and H5, we say that it is consistently increasing.
On the other hand, if f(x) satisfies H2 and H4, we say it is mainly decreasing.
If it satisfies H2, H4, and H6, we say that it is consistently decreasing. If f(x)
is mainly increasing or decreasing, then we say f(x) is mainly monotonic. If
f(x) is consistently increasing or decreasing, then we say f(x) is consistently
monotonic.

For completeness we review a theorem that establishes the existence and
uniqueness of solutions to (1.5) when f(z) is mainly or consistently monotonic.
Like the Jordan Curve Theorem, it is geometrically obvious and an analytic
proof can be given [9]:

Theorem 3.1 If a function f is mainly monotonic, then for any c in R, there
exists at least one x in R such that f(x) = c. If the function is consistently
monotonic, then for any c in R, there exists exactly one x in R such that f(x) =
c.

If f(z) is consistently monotonic it is similar to the linear function F(z) =
ar + b (a # 0) in that (1.5), like F'(z) = 0, has exactly one solution. We say
that (1.5) is in the linear case and that f(x) has the linear property.

—_—

4 Reduction to a scalar equation

In the nonlinear equations (2.1) and (2.2) the coupling between the equations is
restricted to the linear operator. In this section, we show that these equations
can always be decoupled so that we always wish to first solve a nonlinear scalar
equation, say in the variable z. Having obtained all solutions x, we may then
substitute these into a second equation (e.g., (2.1) if b # 0) and solve for y. We
first consider the easy cases where specific parameters are zero. We then focus
on the case where A #0,b#0,c#0,b=c¢,a =d, k= \/b, and m = a/b.
If A = 0, the problem reduces to finding the null space N4 of the matrix A. If
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det(A) = ad—be # 0, then A~ exists and Ny = {0}. If ad—bc = 0, then N4 is
one dimensional unless a = b =c¢=d = 0. If A is the zero matrix, the solution
set S is just R2. Unless specifically noted, for the rest of this paper we assume
that A # 0.

We now consider the cases where either b or ¢ is zero. Either b =0 or ¢ =0
provides an uncoupling (or one way coupling) of the equations. If b = 0, (2.1)
is uncoupled from (2.2) (or one-way coupled since (2.2) still depends on z) and
we have ax = Ag(z). This equation was previously discussed [2] and conditions
for the linear (and quadratic) property obtained. If a is also zero, we have that
2 must satisfy g(x) = 0. If a # 0, depending on the properties of g(z) and the
sign of k1(k1 = A/a), cases were determined where there are zero, one, or two
solutions. Assuming we have solved z — k1 g(x) = 0 for a value of z, say = = x,
we can substitute x = xg into (2.2) to obtain cxo+dy = Ag(y). This equation is
similar to ax = Ag(x) but with a shift. Conditions for the linear and quadratic
property can be obtained using the techniques given in Hua and Moseley [2]. If
¢ =0, (2.2) is uncoupled (or one-way coupled) and the procedure is similar to
the case b = 0 except that we now solve for y in (2.2) first and then substitute
into (2.1). If both b and ¢ are zero, the system is completely decoupled and the
equations can be solved separately. Interestingly, in the completely decoupled
case, if each equation has two solutions, the system has four solutions.

For the rest of this paper we assume b # 0 and ¢ # 0. Solving for b in (2.1),
we have

y = (Ag(x) —ax)/b = (A/b)g(x) — (a/b)z = k1g(x) — mz (4.1)
where k1 = A/b and m = a/b. Now, letting

d1(x) = k1g(z) — ma (4.2)
and substituting y = ¢1 () into (2.2), we get
cx + d(¢1(x)) = Ag(d1(2)) - (4.3)

Since c¢ is non-zero, we divide both sides of (4.3) by ¢ and let n = d/c, ks = A\/c
and

$2(z) = kng(x) — na (4.4)
to obtain
x — ¢a(p1(x)) =0. (4.5)
Now let
f(@) =¢a2(¢1(x)) — = (4.6)

=(A/e)g((A/b)g(x) — (a/b)x) — (A/b)(d/c)g(x) + [(ad — bc)/(be)]z .
The solution set of
f(z) =0 (4.7)

depends on the parameters a, b, ¢, d, A (or on m, n, k1, and ko) and the
properties of the function g(x) (or on the properties of the functions ¢ and ¢-).
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To establish uniqueness in the linear case we are interested in the monotonicity
of f(z). Although less restrictive conditions can be stated to achieve the results,
for convenience we consider only the case where g(x), and hence ¢1(x), d2(x)
and f(z), are in C'(R,R), the set of function such that f’(z) exists and is
continuous. This allows the use of simpler conditions on f’(z). From (4.6), we
have

(@) =g (¢ (2))h () — 1

—hakalg/ (61 (2)][g (@) — kamlg/ (61(2))] — kanlg’ @)] + (mm — 1) +P)

5 Reformulation when b # 0 and ¢ # 0

In the remainder of this paper, we assume b and ¢ are both nonzero. We may
then rewrite (2.1) and (2.2) as

mz +y = kig(x) (5.1)
z +ny = kag(y)

where k1 = A/b, ka = A/¢, m = a/b and n = d/b. Then (2.3) can be rewritten
as
BZ = kg(Z) (5.3)

| m 1 =, | kig(x)
B{l n:|7 Q(I)[kw(x)
If A is symmetric, b = ¢ so that k; = ko = k. Hence:

fita) = | ) | = vt

where:

and (5.3) becomes
kg(x) — BZ = 0. (5.4)

If det B =mn — 1 # 0, we have

— —

or f(#) = 0, where f(Z) = kj(Z) — BZ or if det B = mn — 1 # 0, f(&) =
kB~1g(#) — Z. If, in addition, a = d so that m = n = a/b, we have

B:{T ;]¢“@:¢%ﬂ=ﬂm=kam—m%
so that
f(x) = ¢((x)

)
f'(x) =¢/(¢(2))¢' (z) - 1.
=k?[g'(6(2))]lg' ()] — kmlg'(d(x))] = kmlg'(x)] + (m® — 1)

—z = kg(kg(x) — mz) — kmg(x) + (m* — D)a (5.6)
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6 Sufficient conditions for infinite limits

In this section we assume b = ¢ # 0 and a = d so that k = \/b, m = n = a/b,
and

f(z) = ¢(¢(x)) — = = kg(kg(x) — mx) — mkg(x) + (m* — L)z (6.1)
where

o(x) = kg(x) — ma. (6.2)

We now establish conditions where the limit of f(x) as x goes to too is too.

First note that for x # 0 and ¢(z) # 0, we have
f(@) = ¢(¢(x)) =z = ((9(d(2))/ () p(z))—z = z(((d(2))/d(2))(d(2) /x)=1) .

fo = Jlim ()= lim (6(6())/6(x)) lim o(x)— lim z
= (Jim 2)(lim (6(6(2))/6()) Jim (6(x)/z 1)
= lim (6(6(2)/6(2)) Jim 6(x) o

= o Jim ((0(6(x))/6(x)) lim (6(x)/(x) ~ 1)

Letting ¢g = limg_., ¢(x), ¢1 = lim,_,,, d(x)/z, and ¢o = limy, 4, ¢(y)/y, we
obtain

fo = lim f(z)= lim (¢(y)/y) ¢o — 0 = xo(ylirgo(¢(y)/y)¢1 —-1)

T—Tg y— o

= ¢200 — x0 = To(P2p1 — 1)
Now since
o(x) = kg(z) — ma = x(k(g(x)/z) —m,
o(x)/x = (kg(z) — mz)/x = k(g(z)/z) —m

we have
¢o = kgo — mxo = xo = xo(kgr — m) = xop1.

¢1 = lim (¢(z)/z) = k( lim g(z)/z) —m = kg1 —m

¢2 = lim ¢(y)/y =k( lim g(y)/y) —m = kg2 —m
y— o y— o

where go = limg_,5, g(2), g1 = limgy_..,(g(x)/z) and go = lim,_.4,(9(y)/y).
Hence
fo = ¢200 — 0 = 0(d21 — 1)
= (kg2 —m)(kgo — mzo) — zo = xo[(kg2 — m)(kg1 —m) — 1]

We first consider the case g = oo for two examples. Suppose g(x)
€® so that go = limgy o g(x) = limy_ne® = 0o and g1 = limg,_ o €¥/x



78 A two dimensional Hammerstein problem

lim, .o e = oco. If k > 0, then ¢y = kg1 — m = k(co) —m = oco. Using
the second expression for ¢g, we see that ¢g = xgp1 = (00)(00) = oo. Hence
g2 = limy_.g(y)/y = limy_,ce¥/y = g1 = o0 so that ¢2 = kgo —m =
k(co) —m = co. Hence

fo=wo(¢21 — 1) = (00)[(00)(00) — 1] = o0.

If £ < 0, then ¢; = kg1 — m = k(oco) —m = —oo so that ¢g = xo1 =
(00) (—o0) = —oo. In this case g2 = lim,,_ g(y)/y = lim,;_,_o €”/z = 0 s0
that ¢o = kgo — m = k(0) — m = —m. We see that if m > 0, then

fo=x0(d2¢1 — 1) = (00)[(=m)(—00) — 1] = o0

and if m < 0 then fy = —c0.

Now suppose g(x) =sinh (x)so that gg = oo and g3 = oo. If & > 0, then
¢1 = kgr —m = k(oc0) —m = o0 and ¢g = z9p1 = (00) (00) = co. Hence
g2 = g1 = 00 and ¢o = kgs — m = k (00) — m = co. Hence

fo=wo(2¢1 — 1) = (00) [(00) (00) — 1] = o0.

If K < 0, then ¢1 = kgr —m = k(co) —m = —oo and ¢y = zpp1 =
(00) (—o0) = —oo. Hence go = limy, g (y) /y = lim,_,_osinh(y) /y =
lim,_, _ o cosh(y) = oo and ¢o = kgo — m = k (00) — m = —oo. Hence

fo = xo(d2¢1 — 1) = (00) [(=00) (—00) — 1] = oc.

We summarize our results in Table 6.1.

gle) kK m g g b1 b0 g2 ¢2  fo= lim f(z)
e’ 4+ +£,0 o0 o0 oo 00 00 00
er - 4+ o0 oo —oo —oo 0 —-m 00
e — - c© oo —-o0o —-oo 0 —m —00
sinh(z) + £,0 o0 o0 00O 00 00 00
sinh(z) — +£,0 o0 o -0 —00 o0 —00 00

Table 6.1: lim, . f(z) for two examples with (xg = o)

We now consider the case xgp = —oo for the same two examples. First
let g(x) = e® so that g9 = lim,—_g(z) = limy_._ce® = 0 and ¢; =
lim;— o g(z)/z = lim,—,_ e*/z =lim,_,_, e* =0. Then ¢ = k(g1) —m =
E(0) —m = —m. If m > 0, then ¢9 = 91 = (—00) —m) = oo and
g2 = limg_.4, 9(v)/y = limy_ ¥y = lim,_,oc e¥ = co. Now if k > 0, then
@2 = k(g2) — m = k(o0) —m = oo and

fo=1w0(d201 = 1) = (=00)((00)(=m) — 1) = o0.
If £ <0, then ¢2 = k(g2) —m = k(c0) — m = —oo and
fo=z0(p2¢1 — 1) = (—0)((—0)(—m) — 1) = —oc0.
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On the other hand, if m < 0, then ¢y = zopp1 = (—o0)(—m) = —oco and
g2 = limy ¢, 9(y)/y = limy_._e¥/y = lim,_,_ e¥ = 0. Then ¢y = k(g2) —
m = k(0) —m = —m. Hence ¢o¢y — 1 = m? — 1 and we must also know the

sign of this term. If m? — 1 > 0, then
fo = z0(¢21 — 1) = (—00)(m* — 1) = —o0.

If m? — 1 <0, then fo = (—o00)(m? — 1) = oco.
Now suppose g(x) =sinh (x)so that now go = lim, ., g(z) = lim,_, _ o, sinh(z)

(=lim, ., o 2%"1) = —c0 and g; = lim, .o g(x) /2 = lim, . sinh(z)/z =
lim,_, o cosh(z) = oo. If kK > 0, then we have ¢1 = kg1 — m = k(o0) —
m = oo and ¢y = zoP1 = (—o0)(00) = —oo. Hence g2 = lim,_.4, 9(y)/y =

limy_, o sinh(y)/y = g1 = o0 and ¢2 = k(g2) —m = k(co0) —m = co. Hence
fo=az0(d2¢1 — 1) = (—00)((00)(00) — 1) = —00

Ifk <0, then ¢y = kg1 —m = k(co) —m = —o0 and ¢g = xo¢1 = (—00)(—00) =
oo. Hence go = limy_.4, 9(y)/y = hrny_,Oo sinh(y)/y = hmy_,OO cosh(y) = oo
and ¢2 = k(g2) — m = k(co) — m = oco. Hence gy = hmyﬁ(bO gy)/y =
lim, o sinh(y)/y = limy_. cosh(y) = oo and ¢ = k(g2) — k(co) —m =
—o0. Hence

fo=wo(d21 = 1) = (—00)((00)(=00) = 1) = —o0.

We summarize our results in Table 6.2.

glz) kK m w1 g g ¢ b g2 b2 Jim f(z)

er + + + 0 0 —-m 00 00 00 00

e’ — + + 0 0 —-m 00 oo —00 —00

e* + — + 0 0 -m —oo 0 —-m —00

e’ + — — 0 0 -m -o0o 0 -—m 00
sinh(z) 4+ £,0 +,0 —-o00 o0 o0 -0 ©© 0 —00
sinh(z) - £,0 #+0 -0 o© -0 o0 00 —00 —00

Table 6.2: lim,_,_ f(z) for two examples with zy = —o0

7 Development of sufficient conditions for mainly
monotonic

To obtain general conditions for mainly monotonic, we summarize the behavior
of f(x) for the two examples considered in the previous section. Since we wish
to consider behavior for both o = oo and g = —o0, we add + or — to the
subscript for zq, 9o, 91, 92, ¢o, @1, ¢2, and fo. Once an example is selected, the
values of go—, g1—, go+, and g1+ are set. However, it is the values of g;— and
g1+ and the signs of k, m, and m? — 1 that determine ¢1_, ¢o_, g2, d2_, fo_,
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b1+, Do+, got, G2+, and fo. To determinefy_, and fo4,from g1 and g1 for
each of these examples, we partition the k —m plane. For g(z) = e”, the sign of
m? — 1 is important only when m is negative. Hence for g(x) = e we consider
the six cases:

k=+ m=+4+ m?>’-1=4=+
m=— m?—-1=+
m?—1=—

k=— m=+ m?-1=4
m=—- m?—-1=+
m?—1=—

For g(z) = sinh(x) only the sign of k is important and we consider only the two
cases

k:— m = j:() mfl +,0

We now combine the results of Tables 6.1 and 6.2 in Table 7.1 using an appro-
priate partition of the kK — m plane for each example.

gz)y kK m m? -1 g g1+ foo for DBehavior
e + + + 0 o0 o0 oo not mainly monot.
e’ + - + 0 o0 —oo oo mainly increasing
e’ + — — 0 00 o0 oo not mainly monot.
e’ -+ + 0 0o —oo oo  mainly increasing
e’ - = + 0 00 —oo —oo not mainly monot.
e - = — 0 00 oo —oo mainly decreasing

sinhx + =£,0 +,0 o0 o0 —oo oo mainly increasing

sinhz — =£,0 +,0 o0 o0 —oo oo  mainly increasing

Table 7.1: Summary of behavior of two examples

Again, the values of g; and g;; and the signs of k, m, and m? —1 determine
the values of fy_ and fy4+ That is, we need not worry about what example we
are using, (except to note that there is one) and may classify our results for any

example where g;— = 0 and g1+ = oo (including g(z) = e*) according to the
six cases:
1) k>0andm>0 or k € (0,00) and m € (0,00))

k>0and —1<m<0, (orke
k>0and m < —1,

( ( ;

E )andmeg 1,0))
k< 0and m >0, (or k €

(

(

00
00
,00) and m €
—00

k<Oand —1<m<0, (orke
k<0and m < —1. or k€

D U W N
= D= —

,oo)andme(
0,00) and m € (—

%0, ~1))

Also, we may classify our results for any example where g1 = oo and g14 = o
(including g(z) = sinh(z) and g(z) = 2?"*! withn € N = {1,2,3,...}) according
to the two cases:
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1) k>0 (orke(0,00))
2) k<0 ke(-00,0))

We reproduce the information in Table 7.1 as Table 7.2 using this classification
except that we eliminate cases which are not mainly monotonic.

k m gi— g1+  fo—  fox Behavior Examples
(0,00) (—o00,—1) 0 o0 —oo oo  mainly incr. g(x) =¢€”
(—00,0) (0,00 0 o0 —o0o oo  mainly incr. g(z) =e*
(—00,0) (—1,0) 0 oo 0o —oo mainly decr. g(z) =e*

(0,00) (—o0,00) o0 o0 —oo oo  mainly incr. g(x) =sinhx
or x2n+l

(—=00,0) (—o0,00) o0 o0 —oo oo mainly incr. g(z) =sinhx
or x2n+1

Table 7.2: Summary of sufficient conditions for mainly monotonic

8 Proofs of sufficient conditions for mainly mono-
tonic

We now provide formal proofs for the cases in Table 7.2.

Theorem 8.1 Suppose f is given by (6.1) and one of the following conditions
holds:

MI1 k>0, —oo <m < —1, limy o0 g(z)/x = 0 and lim,_,o g(x)/x = o0,
MI2 k<0, m>0,lim,_. g(x)/z =0 and lim,_,o g(x)/z = oo,
MI3 k # 0,lim, o g(x)/z = 00 and lim,_,o g(z) /2 = 00,

Then lim,_._ o, f(z) = —00 and lim,_., f(x) = oo so that f is mainly increas-
mg.

Proof. (MI1) Assume k > 0, —oo < m < —1, g1— = lim,_,_ g(z)/z = 0,
g1+ = lim, o g(z)/z = co. Thenif zyg = —oo we have ¢1— = lim, o, ¢(x)/x =
klim, o (g(z)/2) —m =k(g1—) —m =k(0) — m = —m.

do— = limy 00 ¢(z) = (limy— — oo ) (klim,—, o (g(x) /) —m) = 2¢(kgs —m) =
zo¢1 = (—00)(k(0) —m) = (—o0)(=m) = —oc.

go— = limy .4, (9(y)/y) = lims—, oo (9(z)/2) = g1 = 0.

G2 = limy g, ($(y)/y) = k(limy—_oc g(y)/y) = m = k(g1-) — m = k(0) —
h - litng o f(2) = 20 (d2- 61 — 1) = wo_[(=m)(=m) — 1] = (~o0)(m? -
Ang if a:o. = 0o we have
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O14+ =limy 00 ¢(2) /2 = klim, o0 (g(x)/z)—m = k(g14)—m = k(c0)—m = oo.
Got = limy oo ¢(x) = (limy— o ) (klimy oo (g(2)/2) — m) = w04 (kg14 — M) =
204 ¢14 = (00)(k(00) —m) = (00)(00) = o0.

g2+ = limy .4, (9(y)/y) = limy oo (g9(x)/2) = g14 = 00

bot = limyg,, (9(y)/y) = k(limy—.c 9(y)/y) —m = k(g14) —m = k(c0) —m =

Jor =limg_oo f(2) = 204 (d2+ P14 — 1) = (00)((00)(00) — 1) =

(MI2) Assume k < 0, ,;m > 0, ¢g1— = lim,_g(x)/x = 0, g1+ =
lim, .o g(2)/x = 00. Then if xg = —oo we have

¢1, = lim, o ¢1(x)/z = k(limz—_oo(g9(x)/z)) —m = k(g1—) — m = k(0) —
do_ = hmw_)Oo d(x) = (limy— — oo ) (klimy— oo (9(x)/2)—m) = 204 (kg1—m) =
291 = (—00)(k(0) —m) = (—o0)(—m) = o0.

ga— = limy g, (9(y)/y) = lims oo (g(2)/2) = g14 = 0

pa— = limy g, (0(y)/y) = k(limy o0 g(y)/y) —m = k(g11) —m = k(00) —m =
f<))7 = limg o0 f(2) = 20— (d2-d1- — 1) = zo-[(=00)(=m) — 1] = (—00)(c0 —
1) = —o0.

And if zg = co we have

b1 = lim, oo 6(2) /2 = k(limy o (g(z)/2)) —m = k(g1 ) — m = k(00) —m =
G0t = limy g 0() = (I ) (K1, o (9(2) /) — m) = w04 (kgrs —m) =
701611 = (00) (k(o0) — m) = (50) (—0) = 0.

g2+ = limy g, (9(y)/y) = limy oo (g(x)/2) = g1 = 0.

Got = limy 4, (6(y)/y) = k(limy— o g(y)/y) —m = k(g1-) —m = k(0) —m =

for = lim, oo F(@) = @0 (924615 — 1) = (00)((=m)(—00) — 1) = o

(MI3) Assume k # 0, g1— = lim,, o g(x) /2 = 00, g1+ = lim,_,o g(x) /2 = 00
We consider two cases. First we assume k£ > 0. Then if xg = —oo we have:

O1— = lim, o d(x)/z = k(lim,—, o (g(x)/2)) —m = k(g1—) — m = k(c0) —
do_ = l.imw%Oo d(x) = (limy— — oo ) (klimy— oo (g(x)/x) —m) = 29(kg1 —m) =
zo(¢1 = (—00)(k(00) —m) = (—o0)(00) = —o0.

92— =limy g, (9(y)/y) = limy—. o (9(x)/2) = g1— = <.

pa— = limy g, ($(y)/y) = k(limy—._oc g(y)/y)—m = k(g14)—m = k(co)—m =
fo =Ty oo £(2) = 20 (6261 — 1) = m_[(00)(00) — 1] = (—00) (0 — 1) =
And. if g = oo we have

O14 = lim, oo ¢(z) /2 = k(limg— oo (g(x)/x)) —m = k(g14) — m = k(c0) —m =
q/)o; = limg— oo ¢(z) = (limy— oo ) (klimy— oo (g(x)/2) —m) = 204 (kg14 —m) =
zot¢14 = (00)(k(00) —m) = (00)(00) = oo.

ga+ = iy, (9(9)/y) = lims . (g(x)/2) = 911 = 00
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G2t = limy 4, (6(y)/y) = k(limy o g(y) /y) —m = k(g14) —m = k(c0) —m =
for =i f(2) = 0. (624615 1) = (00)((00) (00) — 1) =

On the other hand, let us assume k < 0. Then if g = —co we have:

d1- = limy oo d(z) /2 = k(lim,—,— oo (g(z)/2)) — m = k(g1-) —m = k(o0) —
do— = lirr.ljc_,oQ d(x) = (limy— _ oo ) (klimy— _ oo (g(z)/2) — m) = zo(kg1 —m) =
zo¢1 = (—00)(k(o0) —m) = (—00)(—00) = <.

ga— = limy gy (g(y)/4) = iy oo (9(2) /) = g1+ = .

br = limy_.g_ ($(u)/4) = k(limy oo 9(1)/3) ~m = k(g1) —m = k(00) —m =
{())7 = limg o f(x) = To— (¢27¢17 - 1) = QCO,[(—OO)(—OO) - 1] = (_OO)(OO -
Ang if xo. = 0o we have

d14+ = limg oo d(z) /2 = k(limg— o0 (g(x)/z)) —m = k(g14) — m = k(c0) —m =
¢0+ = limy 0 ¢(2) = (limy— 0 ) (klimy o (9(z) /) — M) = 204 (k914 —M) =
To4¢14 = (00)(k(00) — m) = (00)(—00) = —o0.

ot = limy 4+ (9(y)/y) = lime o (9(z)/7) = g1 = .

G2y = limy 4,4 (0(y)/y) = k(limy—. 0 g(y)/y) —m = k(g1-) —m = k(o0) —
for =l £(2) = 0, (62414 — 1) = (00)((—00)(~00) — 1) =

Hence under the hypotheses MI1, MI2, and MI3, we have that f is mainly
increasing. [.

Theorem 8.2 Suppose f is given by (6.1) and the following condition holds:
MD1 k<0,-1<m<0,limy_,_o g(z)/x =0,lim;— g(z)/z = c0

Then, lim,_, o f(x) = 00 and lim, o f(x) = —0c0 so that f is mainly decreas-
mg.

Proof. Assume k <0, —1 <m <0, lim,_,_ g(z)/x = 0, lim, o g(z)/2 =
00, Then if zyg = —ooc we have:

Pr— =m0 §() /2 = klimy .o (9(x)/2) —m = k(g1-) —m = k(0) —m =
Go_ = limy o0 3(x) = (im0 ) (klima_. s (g(x)/2) — m) = 20 (kgs —m) =
zop1 = (—00)(k(0) —m) = (—o0)(—m) = —oc.

g2 = limy g, (9(y)/y) = lim, . _o(g9(x)/) = g1 = 0.

P2 = limy g, (6(y)/y) = k(limy—. o 9(y)/y) =m = k(g1-) —m = k(0) —m =
{())— = lim, oo £ (@) = 20— (62 61— — 1) = 3o_[(—m)(=m) — 1] = (~o0)(m? —
Ang if ‘.ZO = oo we have

O14+ = limy 00 ¢(x) /2 = klim, 00 (g(x)/x)) — m = k(g14) — m = k(c0) — m =

—0Q.
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G0+ = limy 00 ¢(2) = (limy— 00 ) (klimg 00 (9(2) /2) — M) = 204 (kg1 — M) =
o4 ¢14 = (00)(k(00) —m) = (00)(—00) = —oo.
oy = limy g, (9(y)/y) = lims— oo (9(2)/7) = g1 = 0.

bo4 = limy . (6(y)/y) = k(lim, oo g(y)/y) —m = k(g1_) —m = k(0) —m =
—m.

Jor =limyoo f(2) = 204 (924014 — 1) = (00)((—m)(—00) — 1) = —o0.

Hence under the hypotheses MD1, we have that f is mainly decreasing. [

9 Sufficient conditions for consistently monotonic

We now investigate the cases given previously for f given by (6.1) to be mainly
monotonic and determine sufficient additional conditions needed for f to be
consistently monotonic. We will require sufficient conditions for the derivative
of f to be either positive or negative for all z € R. Recall that

f(z) =¢(¢(x)) — =

) (9.1)
=kg(kg(x) — mx) — kmg(x) + (m” — 1)

f'(@) =¢'(¢(x))¢' (z) — 1 (9.2)
=k*g'(¢(2))g (z) — km(g' (¢(x)) + ¢ (z)) + m* — 1
=kg'(¢(2))[kg' (x) — m] — kmg'(z) + m* — 1
=kg (2)[kg' (¢(z)) — m] — kmg' (¢(x)) +m* — 1 (9.3)

We can show that f is consistently monotonic if we show that for all x € R each
of their terms k%(¢'¢(z))g'(x)), —km(g'(¢(z)) + ¢'(z)), and m? — 1 are of the
same sign. Alternatively, the last form of f’ is useful when we can show that
there exist k& and m such that for all z € R, k¢'(¢(z)) — m is of one sign.

Theorem 9.1 Suppose f is given by (6.1) and one of the following conditions
holds:

CI1 k>0, —oo <m < —1, limy_,_o g(z)/z =0, lim,_,o g(x)/z = 00, and
forallxz € R, ¢'(x) > 0.

CI2 k<0, m< —1, limg—, oo g(x)/z = 0, lim, o g(z)/x = 00, and for all
z €R, ¢'(z) > 0.

CI3 km < 0, m? > 1, lim,_,_ g(z)/7 = 00, lim,_,_o g(x)/z = 00, and for
allz € R, ¢'(z) > 0.

Then lim, o f(z) = —00, lim, 00 f(x) = 00, and for allz € R, f'(x) >0 so
that f is consistently increasing.
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Proof. By Theorem 8.1 each of these conditions is sufficient for f to be mainly
increasing. It remains to show that for all x € R, f'(z) > 0. In each case,
g'(x) > 0 for all z € R is sufficient.

(CI1) Assume k > 0,—00 < m < —1l,g1— = lim,,_g(z)/x = 0, g14 =
lim, 0o g(z)/z = oo and for all z € R, ¢’(x) > 0. Then for all z € R,
kg (¢(z))g'(x) > 0, —km(g ((;5( ) + ¢'(z)) > 0, and m> —1 > 0. Hence
f(x) = kQQ’(¢($))g’( ) — km(g'(¢(z)) + ¢'(x)) + m? — 1 > 0 so that f is con-
sistently increasing.

(CI2) Assume k<0, m>1, g1 =lim,, o g(z)/x =
g1+ = lim, o g(x )/x = o0, and for all z € R, ¢/( ) As before for all
x € R, we have k%¢'(¢(z))g' () > 0, —km(g(p(z ))+g( )) 0 and m? —1 > 0.

/
Hence f(x) = K29/ (6())g/ (z) — km(g/(9(x)) + ¢/ (x)) + m® — 1> 0, 50 that f
is consistently increasing.
(CI3) Assume km < 0, m? > 1, lim,_,_ g(z)/z = oo, lim,_,_ o g(x) /7 = o0,
and for all z € R, ¢/(z) > 0.As before for all x € R, we have k%¢'(¢(z))g'(z) >
—km(g(¢(z)) + ¢'(z)) > 0, and m? — 1 > 0. Hence f'(z) = k%g'(¢(x))g'(x )
km(g'(¢(z)) + ¢'(x)) + m? — 1 > 0, so that f is consistently increasing. [J

Theorem 9.2 Suppose [ is given by (6.1) and the following condition holds:

CD1 k<0, -1<m<0,lim;_oog(x)/z =0, lim,;_,o g(z)/x = 00, and for
allz € R, ¢'(x) >0 and ¢'(¢p(z)) < m/k, where ¢(z) = kg(x) — mz.

Then lim, o f() = 00, limy_,o0 f(z) = —00 and for all z € R, f'(z) <0 so
that f is consistently decreasing.

Proof. By Theorem 8.2 these conditions are sufficient for f to be mainly
decreasing. It remains to show that for all z € R, f/(z) > 0.

(CD1) Assume k£ < 0, —1 < m < 0, g1— = lim,—,_g(x)/z = 0, 14+ =
lim, o g(z)/z = oo and for all z € R, ¢'(z) > 0 and ¢'(¢(z)) < m/k,
where ¢(x) = kg(z) — mxz. We have for all z € R, that —kmg'(¢(z)) < 0
and m? — 1 < 0. Also since ¢'(¢(z)) < m/k we have that kg'(¢(x)) —m > 0.
Hence k*(g'(¢(x)) — km(g'(z)) = k(g'(2))(kg'(d(x)) —m) < 0 so that f'(z) =
k%' (¢(x))g' (x) — km(g'(¢(x)) + ¢’ (z)) +m? —1 > 0 and hence f is consistently
decreasing. [

We show that our example does indeed satisfy the condition ¢’'(¢(x)) < m/k
given in CD1 for a nonempty set of m and k’s. Let g(x) = e so that ¢'(z) = €*,
limg .o g(z)/x =0, lim,_,o g(z)/x = 00, and ¢(x) = ke® — ma.

If £ <0,and =1 < m < 0, then ¢(—o0) = —oo0 and ¢(co) = —oo. Since
@' (x) = ke — m, the maximum value of ¢(x) occurs at z = x,,, = ln(m/k:)
Hence the maximum value of ¢/(¢(x)) is gm = ¢'(¢(2m)) = exp{ke(m/k) —
mln(m/k)} = exp{k(m/k) — mIn(m/k)} = e™(m/k)~™. Hence ¢'(p(x)) <
Gm = €™ (m/k)™™ < m/k provided e™ < (m/k)™ T, e/ (Mt < (m/k), k/m <
elm+/m or k> mee!/™. We summarize our results in a theorem.

Theorem 9.3 Let g(x) = e® and ¢(x) = ke® —maz. Ifk <0, —1 <m < 0,and
k > mee/™ then Vx € R, ¢'(¢(x)) < m/k.
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For example, if m = —1/2, then mee/™ = (=1/2)ee™? = —e /2 =
—1/(2e) = —0.18397 and ¢'(¢(x)) < m/k if —0.18397 < k < 0.

10 Existence and uniqueness results for the lin-
ear case

In this section we assume b = ¢ # 0 and a = d so that k = \/b, and m =
n = a/b. In Section 8, we gave sufficient conditions for f given by (6.1) to
be mainly monotonic. In Section 9, we gave sufficient conditions for f to be
consistently monotonic. In this section we state corollaries to these results which
give sufficient conditions for the scalar equation (4.7) or the vector equation (5.5)
to have at least one or exactly one solution.

Corollary 10.1 Suppose f is given by (6.1) and one of the following conditions
holds:

CI1 k>0, —co<m < —1, lim;—,_ o g(x)/z =0, and lim; o g(x)/z = 0.
CI2 k<0m>1,lim;__o g(x)/z =0,and lim,_. . g(x)/x = co.

CI3 km <0, m? > 1, lim,_._ g(x)/x = co,and lim, . _, g(x)/x = 00
CDI k<0, —1<m<0, limy_ g(x)/z =00, and lim,_._, g(z)/z = 0.

Then the scalar equation (4.7) and the vector equation (5.5) have at least one
solution.

Corollary 10.2 Suppose fis given by (6.1) and one of the following conditions
holds:

CI1 k>0, —oo <m < —1, limy_,_o g(z)/z =0, lim,_,o g(x)/z = 00, and
forallxz € R, ¢'(x) > 0.

CI2 k <0,m>1,lim;, g(x)/z =0, lim, .o g(z)/z = o0, and for all
x €R, ¢'(z) > 0.

CI3 km < 0, m? > 1, lim, .o g(z)/x = oo, limg(x)/z = oo, and for all
Tz €R, ¢'(z) > 0.

CDI k<0, -1<m<0,lim,__ g(x)/z =0, lim,_ g(x)/x = o0,, and for
allz € R, ¢'(x) > 0 and ¢'(¢(x)) < m/k.

Then the scalar equation (4.7) and the vector equation (5.5) have exactly one
solution.

If f is given by (6.1) and any of the conditions of Corollary 10.1 hold, a solu-
tion of the scalar equation (4.7) exists and can be computed using the method
of bisection after values of z have been found where f has opposite signs. The
value of y can then be found using (4.1) to obtain a solution of the vector equa-
tion (5.5). If any of the conditions of Corollary 10.2 hold, the solution obtained
is unique.
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Summary

Solving the scalar system (2.1) and (2.2) can be reduced to solving a single scalar
equation. For the case b =c # 0 and a = d so that k = A\/b and m = n = a/b,
and g € C(R,R), sufficient conditions can be given to ensure that at least one
solution exists. If g € C1(R,R), additional conditions can be given to ensure
uniqueness. Solutions can be obtained using the method of bisection.
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