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ABSTRACT. A minimax formula for the principal eigenvalue of a nonselfadjoint
Dirichlet problem was established in [8] [I8]. In this paper we generalize this
formula to the case where an indefinite weight is present. Our proof requires
less regularity and, unlike that in [8}[18], does not rely on semigroups theory nor
on stochastic differential equations. It makes use of weighted Sobolev spaces.
An application is given to the study of the uniformity of the antimaximum
principle.

1. INTRODUCTION

The main purpose of this paper is to establish a variational formula of minimax
type for the principal eigenvalues of the (generally nonselfadjoint) Dirichlet problem

Lu = m(z)u in Q,

u=0 on 0. (1.1)

Here  is a bounded domain in RY, L is a second order elliptic operator of the
form
Lu := —div(A(z)Vu) + (a(z), Vu) + ao(x)u (1.2)
with (,) the scalar product in R, and m(z) is a possibly indefinite weight.
Calculating the principal eigenvalues of a selfadjoint operator via minimization
of the Rayleigh quotient is a classical matter. Problem above is generally
nonselfadjoint and this Euler-Lagrange technique does not apply anymore. Other
approaches were introduced in [§], [I§]. In [8] m = 1 and a minimax formula was
derived through the consideration of an associated semigroup of positive operators.
In [I8] the weight is definite (i.e. m(x) > & > 0 in Q) and a similar minimax
formula was derived by using results on stochastic differential equations. Both [§],
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[18] assume C*° smoothness for the coefficients of L, and [I8] assume m of class
C2.

The formula we obtain (cf. Theorem and Theorem is rather similar to
that in [8], [I8]. Our contribution is triple. First we deal with the general case
where the weight m may vanish or change sign in €2. Secondly much less regularity
on the coefficients and on the weight is required. Finally our proof does not rely
on semigroups theory nor on stochastic differential equations.

Our proof follows the general approach initially introduced in [I8] and further
developed in [13] in the case of the Neumann-Robin problem. The main difficulty
in adapting this approach to the case of the Dirichlet problem comes from the fact
that several auxiliary equations which in the Neumann-Robin case are uniformly
elliptic now degenerate on 9 (cf. equations and ) A large part of the
present paper is devoted to the study of these degenerate equations, to which the
classical results of [25] do not apply. Our study is carried out in the context of
weighted Sobolev spaces, and Moser’s iteration technique is in particular used in
that context to derive a crucial L bound (cf. Lemma [L.7).

The second part of this paper briefly deals with an application to the antimaxi-
mum principle (in short AMP). This principle concerns the problem

Lu= ) m(x)u+h(z) inQ, uw=0 ondN (1.3)

and says roughly the following : if A* denotes the largest principal eigenvalue of
, then for any h > 0, h # 0, there exists § > 0 such that for A €]JA*, A* + ¢,
the solution u of is < 0. This AMP was first established in [4] in the case
where there is no weight, i.e. m(z) =1 in Q. It was later extended in [I5] to the
case of an indefinite weight m € C(Q). In this paper we extend it further to the
case of an indefinite weight m € L°°() (cf. Theorem [5.1). Our method of proof
differs from that in [4], [I5] and is more in the line of the approach introduced in
[9] to deal with nonlinear operators. It was also proved in [4] that for L = —A and
m(z) = 1, the AMP is nonuniform, in the sense that a § > 0 cannot be found which
would be valid for all h. This was derived in [4] from considerations involving the
associated Green function. In this paper we use our minimax formula to prove that
this nonuniformity still holds in the general case of . For further recent results
involving the uniformity of the AMP, see [B], [I3]. See also [12] in the selfadjoint
case.

The plan of the paper is the following. In section 2, which has a preliminary
character, we collect some known results on the existence of principal eigenvalues
for in the presence of an indefinite weight. Section 3 deals with the minimax
formula itself, while the study of the auxiliary degenerate equations is postponed
to section 4. Section 5 deals with the AMP and section 6 with its nonuniformity.

2. PRINCIPAL EIGENVALUES

Let us start by stating the assumptions to be imposed on the operator L and the
domain € in . Q is a bounded C1'! domain in RY, N > 1, and the coefficients
of L satisfy: A is a symmetric uniformly positive definite N x N matrix, with
A€ C%Y(Q), a and ag € L>®(Q). The weight m in belongs to L>(Q), with
m % 0. These conditions will be assumed throughout the paper. More restrictions
on € and a will be imposed later.
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Our purpose in this preliminary section is to collect some known results on the
existence of principal eigenvalues of , with some indications of proofs in order
to allow later use. Standard references include [I7], [16], [2I], [7], [10].

By a principal eigenvalue we mean A € R such that admits a solution u # 0
with v > 0. Unless otherwise stated, solutions are understood in the strong sense,
ie. u € W2P(Q) for some 1 < p < oo, the equation is satisfied a.e. in Q and the
boundary condition is satisfied in the sense of traces. We will denote by W () the
intersection of all W2P(Q) spaces for 1 < p < oo.

A fundamental tool is the following form of the maximum principle, which can
be derived from [I1, Theorem 9.6 and Lemma 3.4].

Proposition 2.1. Assume ag > 0. Let u € WP(Q) satisfy
Lu=f mQ, u=g ondd

where p > N, f >0, g >0 and f or g # 0. Then u > 0 in Q. Moreover, if
u(xg) = 0 for some xg € IN, then du/On(xo) < 0 for any exterior direction n at
Zo-

Another tool is the following existence, unicity and regularity result, which fol-
lows e.g. from [I4] Theorem 2.4, 2.5].

Proposition 2.2. Let 1 <p < oco. Ifl € R is sufficiently large, then the problem
(L+Du=f nQ, u=0 ondQ (2.1)

has a unique solution v € W2P(Q) for any f € LP(Q). Moreover, the solution
operator S; : f — w is continuous from LP(Q) into W2P(Q). In addition, the above
holds with I = 0 if the problem Lu = 0 in Q, u = 0 on 9 has only the trivial
solution w = 0. This is the case in particular if ag > 0.

The solution operator .S; provided by Proposition will be mainly looked at as
an operator from Cg(Q) into itself (and then denoted by Sic). Here C&(Q) denotes
the space of the C' functions on Q which vanish on 99Q; it is endowed with its
natural ordering and norm. Note that the interior of the positive cone P in CZ(Q)
is nonempty and made of those u € C}(£2) such that u > 0 in Q and du/dv < 0 on
0f2, where v denotes the unit exterior normal.

Combining the above two propositions with the Krein-Rutman theorem for
strongly positive operators (cf. e.g. [I]), one easily gets the following

Lemma 2.3. Assume | sufficiently large. Then: (i) Sic is compact and strongly
positive (i.e. f >0 with f #£ 0 implies u € int P). (ii) The spectral radius p; of
Sic is > 0 and p; is an algebraically simple eigenvalue of Sic, having an eigen-
function u in int P; in addition, there is no other eigenvalue having a nonnegative
eigenfunction. (iii) For every f € C&(Q) such that f > 0, f # 0, the equation
pu — Sicu = f has exactly one solution u, which belongs to int P, if p > p;, and
has no solution u > 0 if p < p;.

The above considerations apply in particular to the operator L — Am. It follows
that for each A € R there is a unique g = p(A) € R such that

Lu— dmu=pu inQ, u=0 on (2.2)

has a solution u = uy with v > 0, w # 0. Moreover this solution u belongs to
W (Q)N intP, and the space of solutions of ([2.2)) is one dimensional.
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This function g : R — R is directly related with the principal eigenvalues of
since A € R is a principal eigenvalue of if and only if u(A) = 0. Various
properties of this function are collected in the following lemma, whose proof can
for instance be adapted from that [I3, Lemma 2.5]. (Note that under further
assumptions on L and m, the concavity of () could also be derived from Holland’s
formula of [I§] or from Kato’s result of [I9] on the concavity of the spectral radius).

Lemma 2.4. (i) If ag > 0, then p(0) > 0. (%) If m™ £ 0, then pu(\) — —oco as
A — 4005 if m™ £ 0, then () — —00 as A — —oo. (iii) A — u(A) is concave and
real analytic.

We are now in a position to state the main result of this section, whose proof
easily follows from Lemma [2.4] and Proposition [2.2}

Proposition 2.5. Assume ag > 0. (i) If m changes sign, then admits exactly
two principal eigenvalues, one is > 0, the other is < 0. (i) If m > 0, m #£ 0, then
admits exactly one principal eigenvalue, which is > 0. (iii) If m <0, m £ 0,
then admits exactly one principal eigenvalue, which is < 0.

We now turn to the case where the condition ag > 0 of Proposition [2.5| does not
hold.

Proposition 2.6. If m changes sign, then (1.1) may have zero, one or two prin-
cipal eigenvalues. If m does not change sign, then (L.1) may have zero or one
principal eigenvalue.

Proof. If m changes sign, then there exists [y such that the problem
Lu+lu=XMm(x)u in Q, u=0 on 9N (2.3)

has two (resp. one, zero) principal eigenvalues for [ > Iy (resp. | = lg,l < lp). This
is easily deduced from Lemma since the function p;(A) associated to is
given by po(A) + 1.

Suppose now that m does not change sign, say m > 0 in Q. Then (1.1]) has at
most one principal eigenvalue. Indeed if it had two, then by Lemma 0()\) —
—o0 not only as A — 400 but also as A — —oo. This implies that u;(\) has
two distinct zeros for I > 0; taking [ such that ap(xz) +1 >0 in £, one gets a
contradiction with part (ii) of Proposition

We finally give a simple example showing that with m > 0 may have no
principal eigenvalue. (More refined results in this direction can be found in [21],
[7], [10]). We will show that if m € L>°(Q2), m # 0 vanishes on a ball B C Q, then

—Au—lu=Xm(z)u inf, u=0 ondN (2.4)

has no principal eigenvalue for I > AP, where AP is the principal eigenvalue of
—A on H(B). Indeed, for such a value of [, there exists v € H}(B) such that
J5(IVo]? = Iv?) < 0. Using the fact that if u € Hg(Q) satisfies [, mu® = 1, then
Jom(u+1r0)* =1 for any r € R (v denotes v extended by 0 on Q\B), one deduces
that

inf{/g(|Vu| —lu®):u € Hy(Q) and /Qmu =1} = —c0. (2.5)

Suppose now by contradiction that (2.4) admits a principal eigenvalue A*. Applying
the classical Rayleigh formula to —Au —lu+ku = (A\*m(x) + k)u with k taken > [,
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one gets
Jo(IVul* = lu? + ku?)
Jo (k4 Xm)u?

Choosing k larger if necessary so that k > A*||m||«o, one observes that any nonzero
u € Hi(Q) satisfies the constraint in (2.6). Consequently, by (2.6),

A* < /(|Vu|2 — lu?)
Q

for all u € Hg () with [, mu® = 1. But this contradicts (2.5). O

1 = inf{

cu € H}(Q) and /Q(k: + Nm)u? >0}, (2.6)

3. MINIMAX FORMULA

The operator L and the weight m in this section are assumed to satisfy the
conditions indicated at the beginning of section 2, with in addition a € C%1(Q)
and Q of class C2. Our purpose is to give a formula of minimax type for the

principal eigenvalues of (|1.1)).
Let us define the distance function to the boundary d(x) := dist (z, 9§2) and call

D(Q) :={u: Q@ — R measurable : J¢; = ¢;(u) >0
such that ¢;d < u < cod a.e. in }.

Note that the positive eigenfunctions associated to the principal eigenvalues to
D(Q). Let us also define, for o € R, the weighted Sobolev space

HY(Q,d7) = {u e H.(Q) / 4 (4 + |Vul?) < oo},
Q
which is endowed with the norm given by the square root of the above integral.

Theorem 3.1. Suppose ag > 0,m™ # 0 and let \* be the largest principal eigen-

value of (1.1)) (cf. Proposition. Then
A - Yu
A*=inf  sup M (3.1)
uereHl(Q7d2) fQ mu

where

U:={uec H(Q)NDQ): / mu® > 0},
Q
Au) == /Q(<AVU, Vu) + {(a, Vu)u + agu?),

Quiv) = [ W((AT0,70) - (0, Vo).
Q
Moreover, the infimum and the supremum in (3.1)) are achieved.

Note that the smallest principal eigenvalue can be handled via Theorem [3:1}
after changing m into —m.

The following two lemmas will be used in the proof of Theorem They
concern auxiliary equations which degenerate on 92 and which will be considered
in a suitable weak sense. The proof of these two lemmas will be given in section
4. The first one deals with @,. The second one introduces a function G whose
role is the following : in the selfadjoint case, the minimum of the Rayleigh quotient
is achieved at an eigenfunction; it will turn out that in the present nonselfadjoint
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situation, the infimum in (3.1]) is achieved for u equal to an eigenfunction multiplied

by VG.

Lemma 3.2. For any u € D(Q), the infimum of Q. on H(Q,d?) is achieved at
some W,,. This W, is unique up to an additive constant and can be characterized
as the solution of

W, € H'(Q,d?),

9 1 9 (3.2)
/ u?(2AVW, —a, V) =0 Vo e H(Q,d%).
Q
Moreover
1
Qu(Wy) = —/ u? (AVW,, VIV,) = —5/ u?(a, VIW,).
Q Q
Lemma 3.3. Let u € D(Q) N CY(Q). Then the problem
G e H'Y(Q,d?),

(3.3)

/ u?(AVG +aG, V) =0 Vo € H(Q,d?)
Q

has a non trivial solution G, which is unique up to a multiplicative constant and
satisfies
a0 <G<cy ae inf) (3.4)

for some constants ¢; > 0.
Note that by Lemma formula (3.1]) can be stated equivalently as

e A = QuOm)
NERT e

Once these two lemmas are accepted, the proof of can be carried out by
following the same general lines as in [13], and we will only indicate below the main
differences. In this adaptation of [I3], special care must be taken to the boundary
behaviour of the functions involved, and the introduction of D(Q), H*(£2, d?) plays
in this respect a central role.

(3.5)

Proof of Theorem[3.1 Let u* be an eigenfunction associated to A\* and satisfying
u* € W(Q)N int P. We will first prove that inequality < holds in (3.5)), i.e.

)\*/Qmu < Alw) — Q,(Wy) (3.6)

for all w € U. Call v* := —logu*. Then v* € Wlicp(Q) for all 1 < p < oo and
satisfies

—div (AVv™) = —(AVY*, V™) — (a,Vv*) +ag — A*m  in Q. (3.7

Note that, unlike (3.10) from [I3], no boundary condition appears here since v* =

+00 on 0. Now one takes u € U, multiply both sides of equation (3.7) by u?,

integrate and use as in formula (3.11)) of [I3] an argument based on the idea of
completing a square to obtain

1
/(AVUQ—quu,Vv*>+/\*/ mu? < f/ u2<a+wu,A_1(a+wu)>+/ apu® (3.8)
Q Q 4 Jo Q

where w,, := —a + 2A((Vu/u) + VW,,). In this process one should verify that all
the integrals involved do make sense in the usual L!(Q2) sense, which is easy by

eq3.4
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using the regularity of u* and the fact that u* € D(Q), u € D(Q) N H'(Q2) and
W., € H'(Q,d?). One should also justify the use of the divergence theorem to write

/Q (div (AVo*)]u2 = — /Q (AVY*, Vi), (3.9)

This latter formula follows by applying Lemma [3.4] below to the vector field V' =
A(Vo*)u?.

Once is obtained, the calculation on page 96 from [I3] can be pursued
without any change to derive above. The only point to be observed at this
stage is the (easily verified) fact that logu € H'(f2,d?), which allows the use of
equation for W,, with ¢ = logu as testing function.

We will now show that if we put @ := u*vG*, where G* is a function provided by
Lemma for uw = u*, then w € U and equality holds in . This will conclude
the proof of Theorem

One first observes that @ € H*(Q) N D(Q2) and then argue as on page 97 from
[13], multiplying both sides of equation by 42 and integrating to reach now

1
/(Avataz’n,w*wx/ma? = Z/ @*[{a+n, A" (a+n)+ao] (3.10)
Q Q Q

where 7 := —a — 2AVv*. The rest of the calculation on page 97 from [I3] can be
pursued without any change. It uses in particular the fact that W5 = —(log G*)/2
up to an additive constant, which follows from and above. Proceeding
in this way, one reaches equality in for u = a.

It remains to see that u € U, i.e. that fQ mai? > 0. For this purpose one deduces

as in formula (3.16)) from [I3] that

/\*/ mi? = / @ [(AVY*, Vo*) + ag),
Q Q
and the conclusion follows since A* > 0, v* is not a constant and ag > 0. O

Lemma 3.4. Let Q be a bounded C? domain in RN . Let V : Q — RY be a vector
field in L°°(Q) such that divV € L'(Q) and ||V | gy — 0 as e — 0, where
Do:={recQ:dx)<e}
Then [, divV = 0.
The proof of the above lemma is an easy adaptation of the proof in [6l Lemma

A.1]. We now turn to the case where the condition ag > 0 of Theorem does not
hold.

Theorem 3.5. Assume m™ % 0. Assume also the existence of a principal eigen-
value for (L.1) and let \* be the largest of these principal eigenvalues (cf. Proposi-

tion[2.6 ). Then formula (3.1) holds for \* .
Note that the smallest principal eigenvalue can be handled by Theorem [3.5] after

changing m into —m.

Proof of Theorem[3.5. Applying formula (3.1) to Lu— Amu+lu = (u(\) +1)u with

[ sufficiently large, one deduces that

A(u) = X [, mu? —inf Q.

A) = inf ,
HA) w€H(Q) N D(Q) Jo u?

(3.11)
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where here and below inf @, denotes inf {Q.,(v) : v € H'(Q,d?)}. Consequently
w(A) is > 0 at a given \ if and only if the following three conditions hold:

A< A(u) —infQ, forall ue DQ)NHY(Q) with/ mu® =1, (3.12)
Q

A> —A(u) +infQ, forall ue D(Q)NHY(Q) with/ mu® = —1, (3.13)
Q

0<A(u) —infQ, forall we D(Q)NHY(Q) With/ mu® = 0. (3.14)
Q

Note that the class of u’s in (3.13)) and (3.14)) may be empty.
Claim. If (3.12)) holds for some A, then (3.14]) also holds.

Proof of the claim. Let u € D(Q) N H'(Q) with [, mu? =0. Take ¢ € C°(Q)
such that f m(u + e)? > 0 for ¢ > 0 sufficiently small and call u. = u + €.
Condition (3.12)) gives

)\/ mu? < A(ue) — inf Q,,
Q

and so, since u. — u in H(Q) as ¢ — 0, the conclusion (3.14)) will follow if we
show that
inf@,. — inf@, ase— 0. (3.15)

To prove (3.15) fix a ball B C Q and recall that by Lemma

1
inf Qu, = Qu.(W,.) = —/u?(AVWuE,VWuE> :—5/ u?{a, VW,.)  (3.16)
Q Q

for a unique W,,. € H5(Q,d?), where this later space is defined below in Lemma
Using (3.16]), the ellipticity of L and the fact that ¢1d < u. < cod for some
positive constants c1,co and all € > 0 sufficiently small, one gets

/d2|VWu5|2 §C3/d2<a,VWu5> §04(/ 2|V, [2)}
Q Q Q

for some other constants cz,cs. This implies that VW,  remains bounded in
L?(2,d?), and consequently, by Lemma below, W,_ remains bounded in the
space HL(Q,d?). It follows that for some subsequence, W, — W weakly in
HE(Q,d?). Going to the limit in equation for W, and using the fact that
(%)2 — (%)? in L?(Q,d?), one then sees that W = W,,. Finally one deduces
from the last equality in . This completes the proof of the claim. [

Recall that by Lemma [2.4] the existence of a principal eigenvalue is equivalent

to the existence of A with p(A) > 0. It then follows from (3.12)), (3.13) and (3.14),
using the above claim and Lemma that {\ € R : u(X\) > 0} is a nonempty closed

interval with left and right extremities given respectively by
sup{—A(u) +inf Q, : u € D(Q) N H'(Q) With/ mu? = —1},
Q
inf{A(u) —infQ, : v € D(Q)N H*(Q) With/ mu? =1},
Q
where the above supremum is —oo in case m > 0 in £2; moreover the largest

principal eigenvalue A\* is the right extremity of this interval, i.e. the infimum
above. This is exactly saying that formula (3.1) holds for A*. O

eq3.12

eq3.13

eq3.14
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Remark 3.6. In the context of Theorem [3.5] it is not clear whether the infimum
in (3.1) is achieved. This is however so when m(z) > € > 0 since then, by writing
(1.1) as Lu + Imu = (A + l)mu, one can reduce to Theorem

Remark 3.7. The proof of Theorem [3.5 shows that by using Lemmas [2.4] and
formula (3.1)) for a problem with weight can be deduced from formula (3.1) for a
problem without weight.

Remark 3.8. Formula in the presence of an indefinite weight was considered
recently in [2] in the particular case where ag = div a. Beside C*° smoothness of
the coefficients and of the weight, [2] requires an extra hypothesis on the principal
eigenvalue A\*, namely [, m(u*)?G* > 0. Theorem shows that this extra hy-
pothesis is not needed for formula to hold. The proof in [2] relies as in [1§]
on stochastic differential equations.

Remark 3.9. When A~'a in (1.2)) is a gradient, then (3.1)) reduces to a formula
of Rayleigh quotient type. Indeed, if —A~'a = Ve, then (1.1)) can be rewritten as

Lu == — div (A(z)Vu) + do(z)u = Mn(z)u inQ, u=0 on dQ,

where A = e®A, ay = e“ag and m = e“m. So by the usual Rayleigh formula,
‘V:nmﬂ/«AV%Vm+@wﬂ:u€HMQﬁmd/ﬁmQ:H. (3.17)
Q Q

Since the minimum in is achieved at one w which belongs to D(f2), one can
limit oneself in to taking u in Hg(Q) N D(); moreover, writing u as e~/ 2w,
becomes
A* = min{ / ((AVw, Vw) + (a, Vw)w + agw? + i(a, A la)w?) :
@ (3.18)
w € HY(Q) N D(Q) and / mw? = 1}.
Q

But, by completing a square,
max { — Q,(v) 1 v € H'(Q,d*)}

1 1 1
= max{—/ w?(A(Vo — §A_1a),Vv - §A_1a> + 1/ w?{a, A" a)
Q Q

tv € H'(Q,d%)}
1 / 2 ~1
=— [ w(a, A" a),
4 Ja
which implies that (3.18) reduces to the minimax formula (3.1)).

Remark 3.10. Minimax formulas of a different nature, in the line of the classical
formula of Barta, can be found in [3].
4. TWO DEGENERATE ELLIPTIC EQUATIONS

In this section we give a proof of Lemmas and The assumptions on L
and Q are the same as in section 3. Beside the weighted Sobolev space H'(2,d),
we will use for o € R the weighted Lebesgue space

LP(Q,d?) := {u measurable on ) : / d7|ul? < oo},
Q



146 T. GODOY, J.-P. GOSSEZ, S. R. PACZKA EJDE/CONF/16

which is endowed with the norm given by the p-th root of the above integral.

The following three lemmas concern these spaces. Lemma[4.1]is a particular case
of imbedding results in [22] Theorems 2.4 and 2.5]. See also [20, Theorem 8.2] and
[23, Theorem 19.5]. Lemma is a Poincaré type inequality, which follows easily
from Lemma Lemma is a particular case of another imbedding result in
[23, Theorem 19.9].

Lemma 4.1. HY(Q,d?) is continuously imbedded into L*($)), and compactly imbed-
ded into L%(2,d°) for any e > 0.

Lemma 4.2. Fir a ball B such that B C Q and let ¢ > 0. Then there exists
¢ =¢(Q, B, €) such that

||UHL2(Q,df) S C”VU”L2(Q,d2) Yu c HE(Q, d2),
where Hj(Q,d?) denotes the subspace of H (2, d*) made of those u such that fB u=
0.

Proof. 1t clearly suffices to consider the case where € < 2. Assume by contradiction
that for each k = 1,2, ... there exists uy € H5((2,d?) such that

||’u,k||L2(Q7de) > k:||Vuk||L2(Q,d2).
One can assume |[|uy | g1 (0,q2) = 1 and so, for a subsequence, uy converges weakly
to some u in H5(2,d?). By Lemma[d.1] uj, — u in L%(Q, d°), and by the inequality
above, Vug — 0 in L*(Q,d?). So uy — u in Hp(Q,d%), |lullgy e =1, and u =

constant. But this is impossible, since fB u = 0. (I
Lemma 4.3. H'(Q,d?) is continuously imbedded into LP(Q, d?) for p <2+ 4/N.

Proof of Lemma[3.3 Let u € D(2) and fix B C © as in Lemma It is clear
that Q, is continuous on H'(, d?); moreover, by ellipticity, one has

Qu(v) > e1||Voll72(q a2y — 2l Vol L2(0.a2)

for some constants ¢; > 0 and ¢ > 0 and all v € H'(Q2,d?). Combining with
Lemma yields that Q,, is coercive on Hx(€2,d?). It follows that the strictly con-
vex functional @, achieves its minimum on H5(£2, d?) at a unique W,, € Hg(2,d?).
Moreover, this W, is characterized by

/ u?(2AVW, —a, V) =0 Vo € Hp(Q,d%). (4.1)
Q

Clearly the minimum of Q,, on H (£, d?) coincides with its minimum on H (€2, d?);
moreover holds for all ¢ € Hg(Q,d?) if and only if it holds for all ¢ €
HY(Q,d?). Tt follows that W, is characterized up to an additive constant as the
solution of . Finally taking ¢ = W, in , one deduces the formulas for

Qu(Wu). U
The proof of Lemmawill be more involved. Writing the equation in (3.3) as
LG := —div(u*(AVG + aG)) = 0, (4.2)

we will first show that for [ sufficiently large, some sort of inverse of (£ + [u?) is
well-defined and compact (cf. Lemma , and enjoys a rather strong positivity
property (cf. Lemma . This allows the application of a version of the Krein-
Rutman theorem for irreducible operators, which yields a positive solution G of
(3.3) (cf. Lemma . The remaining parts of the proof of Lemma consist in



EJDE/CONF/16 A MINIMAX FORMULA FOR THE PRINCIPAL EIGENVALUES 147

proving that G belongs to L*°(€2) (cf. Lemma [4.7)) and is bounded away from zero
(cf. Lemma [£.8).

Lemma 4.4. Let u € D(Q). Then for 1 sufficiently large, the problem
g€ H'(Q,d%),
Jo u?(AVg + ag, V) + Jo lu?gp = Jo u’fo Vo e HY(Q,d?)

has for each f € L%*(Q,d?) a unique solution g. Moreover the solution operator
T; : f — g is continuous from L?(Q, d?) into H*(, d?), and compact from L*($), d?)
into itself.

(4.3)

Proof. The left-hand side of (4.3) defines a bilinear form B;(g, ¢) which is clearly
continuous on H'(,d?). Tt is also coercive for [ sufficiently large. Indeed, using
the inequality 2rs < (er)? + (s/¢)?, one easily obtains, for [ sufficiently large,

Bi(p, ) > ‘3”90”%11(9,(12) (4.4)

for some constant ¢ > 0 and all ¢ € H'(,d?). The right-hand side of
defines for f € L?*(Q,d?) a continuous linear form on H'({,d?). It thus follows
from the Lax-Milgram lemma that has a unique solution g, with moreover the
continuous dependance of g € H'(Q, d?) with respect to f € L?(2,d?). Finally the
compactness of the solution operator T; in L?(Q, d?) follows from Lemma O

Lemma 4.5. Let u € D(Q) N CY(Q). Then for | sufficiently large, the solution
operator Ty of Lemma enjoys the following positivity property : if f € L*(Q,d?)
is > 0 and # 0, then for any Q' CC Q,

e;ziﬂr}f(Tlf)(x) > 0. (4.5)

Proof. Let f be as in the statement of the lemma and call g = T} f. Taking —g~ as
testing function in , one obtains B;(¢g~, ¢~ ) < 0 and consequently, by (4.4), ¢
is > 0, with clearly g # 0. It remains to prove .

To do so, we will first consider the particular case where the vector field a in
(1.2) satisfies

(a,v) >0 on O (4.6)

Since u € D(Q) N CH(Q), Vu on 9N is a strictly negative multiple of v and conse-
quently, by continuity, (4.6 implies

(a,Vu) <0 onT, (4.7)

for some ¢ = e(a,u) > 0, where I'. was defined in Lemma Consider now
the zero order coefficient of £ + lu?, where £ is defined in It is equal to
u(—2(a, Vu) — (div a)u + lu) and so, using and the fact that a € C%1(Q2), one
easily sees that taking [ larger if necessary (depending on u and a), this coefficient
can be made > 0 on . Since the solution g of belongs to Hl () and is
a weak solution of (£ + lu?)g = fu? in €, the strong maximum principle can be
applied on any Q" CC Q (cf. [11, Theorem 8.19]), which yields the conclusion (4.5).

Let us now consider the general case where possibly does not hold. Let us
write g as hw, where w is a (fixed) function with the following properties :

we O (Q), w>0 onQ, (A@ +a,v) >0 on 0. (4.8)
w



148 T. GODOY, J.-P. GOSSEZ, S. R. PACZKA EJDE/CONF/16

The existence of such a function w will be shown later. Clearly h = g/w € H\ ()
and is a weak solution of

—div | (v*w)(AVh + (AVw +a)h)| +1(v*w)h = i(qu) in Q. (4.9)

w
Equation is of the same type as (£ + lu?)g = fu? : u is replaced by uy/w
(which still belongs to D(2) N CY(Q)), a is replaced by A(Vw/w) + a (which still
belongs to C%1(£2) but now satisfies ), and f is replaced by f/w (which still
belongs to L2(£2,d?)). It follows that the preceding argument can be repeated for

([.9)), which yields that

ess gnf h(z) > 0 for any Q' CcC Q.
zesY

The conclusion (4.5)) for g = hw then follows.

It remains to show the existence of a function w satisfying (4.8). Putting w = €”,
it suffices to construct v € C**(Q) such that

(AVv+a,v) >0 on 09. (4.10)

By the regularity of €2, any point in 92 belongs to an open set U such that there
exists a C'1'! diffeomorphism X from U onto the unit ball B ¢ RV with the prop-
erties that B N {xy > 0} corresponds to QN U and B N {xxy = 0} corresponds to
90 NU. We take an open covering {V7 : j =1,...,m} of OQ such that VI cc U’
with (U7, X7) as (U, X) above. We also take functions ¥/ € C11(R™) such that
supp ¢/ C U703 =1 on V7 and 0 < W < 1. Define for P € Q

v(P)=r Z I (P) X% (P)

where XJJ;, is the N*" component of X7 and r is a constant to be chosen later.
Clearly v € CH1(RY), and for P € 09,

Vo(P) = rZ\Iﬂ’(P)cJ‘(P)u(P) (4.11)

since VX% (P) = ¢/ (P)v(P) where v(P) is the exterior normal at P and ¢/ (P) < 0.
Calling rf(P) the coefficient of v(P) in the right-hand side of (4.11)), one has
f€C%(9Q) and f < 0 on 99 (since the VI’s cover 99Q). One also has

(AVv +a,v) =rf(Av,v) + (a,v),

which is > 0 on 99 if the constant r is chosen sufficiently large (< 0). Inequality

(4.10) thus follows. .

Lemma 4.6. Let u € D(Q) N CY (). Then problem has a solution G, which
is unique up to a multiplicative constant and which satisfies

eszg}f G(z) >0 (4.12)
for any Q' CC Q.

Proof. We recall that in the context of a Lebesgue space LP(F, du) with 1 < p < oo,
the irreducibility of a positive operator T can be characterized by the property that
E does not admit any nontrivial subset F' which is invariant for T' (cf. [26], [24]);
invariant here means that f = 0 a.e. on F implies Tf = 0 a.e. on F. Lemmas [1.4]
and thus imply that the Krein-Rutman theory for compact positive irreducible
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operators (cf. e.g. [26], [24]) can be applied to T} in L?(Q, d?) for [ sufficiently large.
This yields that the spectral radius p; of T; is > 0 and is a simple eigenvalue of T;
having an eigenfunction G > 0, G # 0. Now T;G = p;G implies that G satisfies

(4.12)) and that
/u2<AV(ﬁlG)+a(ﬁlG),Vgo>+/ lu2(ﬁlG)cp:/u2Gg0 (4.13)
Q Q Q

for all ¢ € H*(,d?). Taking ¢ = 1 yields p; = 1/I, which shows that (4.13)
reduces to (3.3). So G solves (3.3). Finally the statement about unicity in Lemma
follows from the fact that (3.3) can now be rewritten as T;G = p;G. [l

Lemma 4.7. Let u € D(Q)NCY(Q). Then the function G provided by Lemma
belongs to L>°(Q).

Proof. Tt is inspired from Moser’s iteration technique as given for instance in [T}
Theorem 8.15]. For 3 > 1 and M > 0, let H € C1[0,+o0o[ be defined by setting
H(r) = r® for r € [0,M] and taking H to be linear for » > M. Put v(z) :=

fOG(x) [H'(s)]?ds. One has that v € H'(€, d?) since

o() = 25?6’(1‘)25_1 if G(z) < M,
So M2 4+ B2MP2(G(x) — M) if G(x) > M,

Vo = (H'(G))?VG and G € H'(Q,d?). So v is an admissible test function in (3.3
and consequently

/ u*(AVG + aG,Vv) = 0.
Q

Using the inequality 2rs < (er)? + (s/£)?, one obtains from the above that
/Qu2|V(H(G))\2 <o /ﬂ V2(H'(G))2 G2 (4.14)
where ¢; = ¢1(A,a). On the other hand H(G) € H(,d?) and so, fixing p with
2 < p<2+4/N, one has by Lemma[L.3]
IH(G)|r(.a2) < 2l H(G) | @.a2) (4.15)

where ¢ = ¢2(2, p). Combining (4.14)) and (4.15)) and using the fact that v € D(Q),
it follows

IH(G) | o @.a2) < ¢ (1H(G) |2 (0.a2) + 1H'(G)G |2 (0.02)) (4.16)
where ¢ depends on L, 2, u,p but does not depend on G, 3, M. The function H
above depends on M, i.e. H = Hjy;, and when M — 400, one has that for
each r > 0, Hy(r) — H(r) and H},;(r) — H’(r) in a nondecreasing way, where
H (r) = r?. The monotone convergence theorem can thus be applied to ,
which shows that still holds with H replaced by H. This means that

1G7 | Lo (@.a2) < 1+ BIG? | 20,2
i.e.,
|Gl Lrs (,a2y < [e(1+ 6)]1/ﬁ”GHL25(Q,d2)v (4.17)
where c¢ is the same constant as in . A priori the above quantities might be
400, but a simple iteration of , where one takes successively 8 = 1 (for which
the right-hand side of is finite), B =p/2, B =p2/4,..., 8= (p/2)7, ... — +o0
shows that G € L4(£,d?) for all 1 < g < cc.
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We now consider another iteration of (4.17)) for which the constants will be
controlled. Take 3 = (p/2)7/2 for j = jo,jo + 1,... with jo € N chosen so that
(p/2)0/2 > 1. One gets

2 T
Gl o1 gy < & P [0+ 2y /257 TG a0 g 0y (418)

i=Jjo

Note that G € L®/2” (92, d?) as previously observed. The exponent of ¢ in
converges as j — oo since it is part of a convergent geometric series. Calling g;
the product Hz:jo ... in (4.18), one has
logg; = Y 2(2/p) log[1 + (p/2)"/2];
=Jo
since ‘ .
log[1 + (p/2)"/2] = ilog(p/2) +1og[(2/p)" + (1/2)] < ilog(p/2)
for i sufficiently large, and since the series Y .~ (2/p)% converges, one sees that
there exists ¢ such that g; < g for all j > jo. It thus follows from (4.18]) that
Gl Losmit1 (,42) < Gl Lrr2(0,a2) < +00

for all j > jg, with a constant ¢ independent of j. Letting j — 400, one deduces
that G belongs to L>°(2). O

Lemma 4.8. Let u € D(Q)NCY(Q). Then the function G provided by Lemma
satisfies
G>d§ ae inQ (4.19)

for some constant § > 0.

Proof. We will first consider the particular case where the vector field a in
satisfies

(a,vy <0 on ON. (4.20)
Claim. For any [ > 0 there exists e = e(a,u,l) > 0 such that

/u2<AV(G—C)+a(G—c), V<p>+/lu2(G—c)<p20
Q Q
(Q

for all constants ¢ > 0 and all ¢ € HY(Q,d?) N L>®
(T'e was defined in Lemma [3.4)).

Proof of the Claim. Using equation (3.3) for G and the divergence theorem from
Lemma [3.4] one obtains

/uQ(AV(G—C)+a(G—c)7VgD>+/lu2(G—c)g02/cu[2(Vu,a>+udiva—lu]g0.
Q Q Q

Since (4.20]) implies (a, Vu) > 0 on 92 and since u vanishes on 99, the bracket in the
last integral is > 0 on 92, and consequently is > 0 on I, for some ¢ = ¢(a, u,l) > 0.
The inequality of the claim thus follows. O

We now turn to the proof of (4.19)) in the particular case where (4.20]) holds. Let
us fix [ sufficiently large so that (4.4) holds on H'(£,d?) and let € = &(a,u,l) be

given by the above claim. Call

) with ¢ > 0 and supp ¢ C I,

0 = essinf G(x),

z€Q /2
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which is > 0 by Lemma and let p = (G—0)~. Clearly ¢ > 0, with supp ¢ C T,
since G > 6 on (), /5; moreover ¢ € HY(Q,d?) N L>°(Q) since G belongs to that
space (by Lemma . Applying the inequality of the claim with ¢ = § and ¢ as
above gives
0< Bi(G = 6,0) = Bi(—¢,¢)

Inequality then implies ¢ = 0 a.e. in 2, i.e. G > ¢ a.e. in ), and the lemma
is proved (in the case where holds).

Let us now consider the general case where possibly does not hold. Call ¢
a positive eigenfunction associated to the principal eigenvalue A\; of —A on H} ().
Put w = ry; + 1 where r > 0 is chosen so that (a,v) + r(AVe1,v) is < 0 on 01,
which is clearly possible since (AVpq,v) is < 0 on Q. Write G as Hw. It follows
that H = G/w € H'(Q,d?) N L>(£2) and satisfies

/ (ww)(AVH + (A@ +a)H,Vp) =0 (4.21)
Q w

for all ¢ € H(Q,d?), with moreover H > 0 a.e. in Q. Equation is of the
same type as (3.3)) : u is replaced by uy/w (which still belongs to D(Q) N C1(Q2))
and a is replaced by A(Vw/w)+ a (which still belongs to C%!(Q) but now satisfies
by the choice of r and the fact that w = 1 on 9Q). It follows that H is the
solution provided by applying Lemmato this new equation . By that part
of Lemma which has already been proved, one deduces that H satisfies
for some § > 0. Since w > 1, one gets that G = Hw also satisfies (4.19)). This
completes the proof of Lemma [{.8| O

Lemma [3.3] clearly follows from the previous Lemmas and

5. ANTIMAXIMUM PRINCIPLE

It is our purpose in this section to present the AMP in the previous framework,
i.e. for some nonselfadjoint problems with a weight in L*°(€2). The assumptions
on L,m and () are the same as in section 2. We directly deal with the general case
where ag may not be > 0.

Theorem 5.1. Suppose m™ # 0. Assume also the existence of a principal eigen-
value for and let \* be the largest of these principal eigenvalues (cf. Propo-
sition [2.6). Take h € LP(Q) with p > N and h > 0, h % 0. Then there exists
0 = 6(h) > 0 such that for X €JX*, \* + 0[, any solution u of satisfies u < 0
in  and Ou/ov > 0 on OS.

The proof of Theorem [5.1]is based on a preliminary nonexistence result, which
reads as follows.

Lemma 5.2. Let \* be as above and take h € LP(2) with 1 < p < oo and h > 0,
h # 0.Then problem (1.3)) has no solution u > 0 if A > \*, and no solution at all if
A= )\%

The proof of the above two results can be carried out through a rather standard
adaptation to the present Dirichlet situation of the arguments developed in [13]
in the case of the Neumann-Robin boundary conditions, and we will omit it. The
general philosophy of this adaptation consists in replacing the space C(2) by the
space C3(Q), the condition u > 0 on Q by the condition u > 0 in Q and du/dv < 0
on 0%, and the restriction h € LP(Q2) with p > N/2 by the restriction h € LP(2)
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with p > N. One should also remark that the assumption ag > 0 in [I3] is used
there only to guarantee the existence of a principal eigenvalue.

As before the case of the smallest principal eigenvalue can be reduced to the case
covered by Theorem by changing m into —m.

6. NONUNIFORMITY OF THE ANTIMAXIMUM PRINCIPLE

The assumptions on L,m and €2 in this section are those of section 3. Our
purpose is to show that the AMP of Theorem is not uniform, i.e. that a § > 0
independent of h cannot be found.

Proposition 6.1. Assume m™ # 0 and let A* > 0 be as in Theorem . Suppose
that A € R enjoys the following property : (*) for any h € C*(Q), h >0, h 0,
problem (1.3) has a solution u which satisfies u < 0 in Q. Then X\ < A*.

The proof of Proposition uses the minimax formula of section 3. It is again
an adaptation of arguments developed in [I3] in the case of the Neumann-Robin
boundary conditions. However the adaptation here is not so standard as in section
5 since it involves the introduction of spaces with weights and of the set D(£2).
It seems consequently useful to sketch part of the arguments, and the rest of this
section will be devoted to that.

Recall that by Theorem [3.5)

\* — min A(u) —inf @,
wel [ mu?
where as before inf Q,, stands for inf{Q,(w) : w € H*(Q, d?)}.
We start with the following lemma whose proof is similar to that of inequality

(3.6) in section 3. In fact, with respect to (3.6, (6.2) below involves A instead of
A* and has an extra term — fQ %u2.

Lemma 6.2. Let A € R be such that for some h € C(Q), the problem Lv =
Amv+h in Q, v =0 on IQ has a solution v with v > 0 in Q. Then

A [ mu? < A(u) —inf Q, — / ﬁu2 (6.2)
Q

Q v

(6.1)

for anyu e U.

The objective is to prove that if A enjoys property (*), then (6.2) holds without
the extra term — fQ %u2. Once this is done, the conclusion of Propositionfollows
by using (6.1). As an intermediate step towards this objective one has the following

Lemma 6.3. Suppose \ enjoys property (*). Then
)\/ mu? < A(u) — inf Q, (6.3)
Q

for any u € HY(Q) such that 0 < u(z) < cud(x) in Q for some constant c,,
mu? > 0, and u vanishes on some ball B, C €.
Q

The proof of Lemma can be adapted from [I3| Lemma 5.5]. The main
modifications consist in using now as approximates for u the functions
d(x)
J
for j =1,2,... and in replacing [13, Lemma 5.4] by the following

u; = max{u(x),
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Lemma 6.4. For any u such that
u(z) < cud(x) (6.4)

for some constant ¢, and a.e. x € Q, one has inf Q, > —oo. Moreover if u with
(6.4) and w € HY(Q, d?) vary in such a way that ||u| s remains bounded and Q. (w)
remains bounded from above, then ||uVwll2 remains bounded.

The idea now to prove Proposition [6.1]is to approximate any u € U by functions
as those in Lemma and go to the limit in . Here are some details. Given
u € U, there exists uy € H'(Q2) such that 0 < uy < u, up — uin HY(Q), up =0
on some hall By, with in addition, for any Q' CC Q, uy = v on Q' for k sufficiently
large. One can for instance take uy = uwy where the functions vy, are given by
Lemma [6.6] below. Note that the proof that u, — u in H*(£2) uses the fact that u
satisfies an estimate near 0S) of the type . Note also that it is at the moment
of this approximation that in the case of the Neumann-Robin boundary conditions,
one had to impose in [I3] the restriction N > 2, restriction which is not necessary
here. With these approximations uy at our disposal, the proof of Proposition (6.1
can be completed by following the same lines as on pages 106-107 from [I3]. The
main modifications in this last part consist in introducing the weight d? in the
spaces to which the functions wg,w, Vwg, Vw from [I3] belong, and in replacing
ultimately [13} Lemma 5.6] by the following

Lemma 6.5. Let u € L2 () with Vu € L?(Q,d?). Then u € L*(Q,d?).

loc

The proof of lemma [6.5| uses the Poincaré inequality of Lemma

Lemma 6.6. There ezists a sequence 1, € CL(Q) such that (i) 0 < ¢, < 1 in Q,
(ii) Y = 1 on Qg p, (iii) supp Y C Qg () d|VYy| < K on Q) for some constant
K and all k, where Q, := {x € Q: d(z,00) > n}.

Proof. Take v € C*(R) such that 0 < ¢ < 1, ¥(x) =0 for z < 1, ¥(z) = 1 for
x> 2. For k=1,2,..., define ¥y (x) = ¢(kd(x)) for 2 € Q\ Qq/;, and Yy(x) =1
for x € Q). Since € is of class C?, it follows from [I1, Lemma 14.16] that
P € C%(Q) for k sufficiently large. Properties (i), (ii), (iii) clearly hold, and (iv) is
easily certified using the fact that 2/k < d(x) < 1/k where Vi) (x) # 0. O
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