
Ninth MSU-UAB Conference on Differential Equations and Computational Simulations.

Electronic Journal of Differential Equations, Conference 20 (2013), pp. 79–91.

ISSN: 1072-6691. URL: http://ejde.math.txstate.edu or http://ejde.math.unt.edu

ftp ejde.math.txstate.edu

STABILIZED ADAMS TYPE METHOD WITH A BLOCK
EXTENSION FOR THE VALUATION OF OPTIONS

SAMUEL N. JATOR, DONG Y. NYONNA, ANDREW D. KERR

Abstract. We construct a continuous stabilized Adams type method (CSAM)
that is defined for all values of the independent variable on the range of interest.

This continuous scheme has the ability to provide a continuous solution be-
tween all the grid points with a uniform accuracy comparable to that obtained

at the grid points. Hence, discrete schemes which are recovered from the CSAM

as by-products are combined to form a stabilized block Adams type method
(SBAM). The SBAM is then extended on the entire interval and applied as a

single block matrix equation for the valuation of options on a non-dividend-

paying stock by solving a system resulting from the semi-discretization of the
Black-Scholes model. The stability of the SBAM is discussed and the conver-

gence of the block extension of the SBAM is given. A numerical example is

given to show the accuracy of the method.

1. Introduction

The Black-Scholes option pricing model is one of the most celebrated achieve-
ments in financial economics in the previous four decades. The model gives the
theoretical value of European style options on a non-dividend-paying stock given
the stock price, the strike price, the volatility of the stock, the time to maturity,
and the risk-free rate of interest. However, since it is optimal to exercise early an
American put option on a non-dividend paying stock, the Black-Scholes formula
cannot be used. Hull [3] argues that it is never optimal for an American call option
on a non-dividend-paying stock to be exercised early. Therefore the Black-Scholes
formula can be used to value American Style call options on non-dividend-paying
stocks. In fact, no exact analytic formula for valuing American put options on
non-dividend paying stocks exists. As a result, numerous numerical procedures are
utilized. A discussion of some of these numerical techniques is found in Hull [3]. In
addition to that, several other numerical procedures for solving the Black-Scholes
model abound in the literature (see Chawla et al. [2] and Khaliq et al. [8]). Since
there is the possibility of an early exercise, Khaliq et al. [8]) consider the pricing of
an American put option as a free boundary problem. In effect, the early exercise
feature of the American put option transforms the Black-Scholes linear differential
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equation into a non-linear type. In order to do away with the free and moving
boundary, Khaliq et al. [8] add a small continuous penalty term to the Black-
Scholes equation and treat the nonlinear penalty term explicitly. They conclude
that their method maintains superior accuracy and stability properties when com-
pared to standard methods that are based on the Newton-type iteration procedure
in valuing American options.

Furthermore, Chawla et al. [2] employ a technique based on the Generalized
Trapezoidal Formulas (GTF) and compare the computational performance of the
scheme obtained with the Crank-Nicolson scheme for the case of European option
pricing. They note that their GTF (1/3) scheme is superior to the Crank-Nicholson
scheme. While all these techniques try to accomplish the same goal by solving
the Black-Scholes differential equation for a particular derivative security, they are
applied only after transforming the model to be forward in time. In this paper,
we propose SBAM that is A-stable and applied to solve the model in its original
form without transforming it into a forward parabolic equation. Thus, consider the
Black-Scholes model

∂V

∂t
+

1
2
σ2S2 ∂

2V

∂S2
+ rS

∂V

∂S
− rV = 0, (1.1)

subject to the initial/boundary conditions

V (0, t) = X,

V (S, t)→ 0 as S →∞,
V (S, T ) = max(X − S, 0),

where V (S, t) denotes the value of the option, σ the volatility of the underlying
asset, X, the exercise price, T the expiry, and r the interest rate.

The method considered in this article involves the method of line approach to
solve (1.1) in which we discretize the space derivatives in such as way that the
resulting system of ordinary differential equations is stable (see Lambert [9], Ramos
and Vigo-Aguiar [12], and Cash [1]). We then discretize time by using the SBAM. In
particular, we seek a solution in the strip (rectangle) [a, b]×[c, d] by first discretizing
the variable S with mesh spacings ∆S = 1/M ,

Sm = m∆S, m = 0, 1, . . . ,M.

We then define vm(t) ≈ V (Sm, t), v(t) = [v0(t), v1(t), . . . , vM−1(t)]T , and replace
the partial derivatives ∂2V (S,t)

∂S2 and ∂V (S,t)
∂S occurring in (1.1) by central difference

approximations to obtain

∂2V (Sm, t)
∂S2

= [v(Sm+1, t)− 2v(Sm, t) + v(Sm−1, t)]/(∆S)2;

∂V (Sm, t)
∂S

= [v(Sm+1, t)− v(Sm−1, t)]/(∆S), m = 0, 1, . . . ,M − 1.

Problem (1.1) then leads to the resulting semi-discrete problem

dvi(t)
dt

= −1
2
σ2S2

i [vi+1(t)− 2vi(t) + vi−1(t)]/(∆S)2

− rSi[vi+1(t)− vi−1(t)]/(∆S) + rvi(t) = 0,

which can be written in the form
dv(t)
dt

= f(t,v), (1.2)
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where f(t,v) = A v + Q and A is an M − 1 ×M − 1 matrix arising from the
central difference approximations to the derivatives of S and Q is a vector of given
constants. Problem (1.2) is now a system of ordinary differential equations which
can be solved by the SBAM.

We will assume the scalar form of (1.2) for notational simplification and will
return to the system at the implementation stage in Section 5. We note that the
Adams Moulton is one of the most popular methods available for solving (1.2). The
k-Adams Method is given by

vn+k − vn+k−1 = h

k∑
j=0

βjfn+j (1.3)

where βj are constants. We note that vn+j is the numerical approximation to the
analytical solution v(tn+j), fn+j = f(tn+j , v(tn+j)), j = 0, . . . , k.

For non-stiff problems, (1.3) performs excellently, while for stiff for problems,
(1.3) is restricted by the step-size. For instance, for k = 4, (1.3) gives the standard
4−step Adams-Moulton Method which is of order 5 and has a stability interval of
[−1.84, 0]. The method (1.3) is implemented in a step-by-step fashion in which on
the partition πN , an approximation is obtained at tn only after an approximation
at tn−1 has been computed, where

πN : a = t0 < t1 < · · · < tN = b, tn = tn−1 + h, n = 1, . . . , N,

h = b−a
N is the constant step-size of the partition of πN , N is a positive integer,

and n is the grid index.
Our objective is to propose a 4-step stabilized Adams type method given by

vn+4 − vn+3 =
h

48
(fn − 2fn+1 − 4fn+2 + 34fn+3 + 19fn+4) (1.4)

with an extended stability interval of [−6, 0]. The method has order 4, since we
are more interested in the stability than the order as the system resulting from
the semi-discretization of (1.1) could be stiff. The discretization of (1.2) using
only (1.4) leads to an indeterminate, hence we are required to look for additional
methods to complete the system as discussed in Section 2. The method (1.4) is a
by-product of the CSAM constructed in Section 2. The construction of the CSAM
is enhanced by perturbing the differential by adding a perturbation term involving
the shifted Chebyshev’s polynomial >∗(t) of degree 4.

In what follows, we explain how >∗(t) is obtained. We recall that the trigono-
metric definition of the Chebychev’s polynomials of degree m are

>(ξ) = cos{m arccos ξ}, ξ ∈ [−1, 1], m = 1, 2, 3 . . .

which can also be defined by the recurrence relation T0(ξ) = 1, T1(ξ) = ξ, Tn+1(ξ) =
2ξTn(ξ)− Tn−1(ξ). We then obtain the shifted Chebyshev’s polynomials >∗(t) by
transforming the Chebychev’s polynomials >(ξ) defined on [−1, 1] to the interval
[tn, tn+4]. This is done by using the linear transformation t = d1ξ+ d2, ξ ∈ [−1, 1],
t ∈ [tn, tn+4], where d1 and d2 are chosen such that t = tn when ξ = −1 and
t = tn+4 when ξ = 1 (see Johnson and Riess [7]). It is easily shown that after
a simple algebraic computation ξ = 2(t−tn)

tn+4−tn − 1. Thus, we define the shifted
Chebyshev’s polynomials of degree 4 on the interval [tn, tn+4] as

>∗(t) = >(ξ) = cos[m cos−1(
2(t− tn)
tn+4 − tn

− 1)]
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which is used to generate >∗(tn+j), j = 0, . . . , 4 involved with the perturbation
term η in (2.3).

The rest of the paper proceeds as follows. In Section 2, we construct the CSAM
and use it to produce the SBAM in Section 3. The block extension of the SBAM
is given in Section 4. In Section 5, the implementation of the method to solve the
Black-Scholes model is given. Section 6 is devoted to a numerical example and the
conclusion of the paper is given in Section 7.

2. Construction of CSAM, and formulation of SBAM

In this section, we develop a 4-step SAM for (1.1) on the interval from tn to
tn+4 = tn + 4h, where h is the chosen step-length. We assume that the solution on
the interval [tn, tn+4] is initially locally approximated by the polynomial

Uk(t) = αk−1(t)vn+k−1 + h

k∑
j=0

βj(t)fn+j (2.1)

where k = 4, α3(t) and βj(t) are continuous coefficients.
We assume that vn+j = Uk(tn + jh) is the numerical approximation to the

analytical solution v(tn+j), v′n+j = U ′k(tn + jh) is an approximation to v′(tn+j).
We also note that fn+j = f(tn+j , vn+j), j = 0, . . . , k. The continuous method (2.1)
is piecewise continuous on [a, b] and defined for all t ∈ [a, b]. That is, Uk(t) is defined
such that Uk(t) = v(t) + O(hk+1)), t ∈ (tn, tn+k). Since k = 4, the polynomials
{U0(t), U4(t), . . . , UN−4(t)}, then define piecewise polynomials U(t) which is also
continuous on [a, b]. Hence, (2.1) has the ability to provide a continuous solution
on [a, b] with a uniform accuracy comparable to that obtained at the grid points (see
[11]) and can also be used to produce additional discrete methods (see Onumanyi
et al. [10]). In what follows, we state the theorem that facilitates the construction
of the CSAM (2.1).

Theorem 2.1. Let the following conditions be satisfied

Uk(tn+j) = vn+k−1, (2.2)

U ′k(tn+k) = fn+j + η>∗(tn+j), j = 0, . . . , k . (2.3)

Then, the continuous representations (1.2) and (1.3) are equivalent to

Uk(t) = ΦTk
(
W−1
k

)T
Pk(t), (2.4)

where

Wk =


P0(tn+3) · · · P4(tn+3) 0
P ′0(tn) · · · P ′4(tn) >0

P ′0(tn+1) · · · P ′4(tn+1) >1

P ′0(tn+2) · · · P ′4(tn+2) >2

P ′0(tn+3) · · · P ′4(tn+3) >3

P ′0(tn+4) · · · P ′4(tn+4) >4

 ,

Φk = (yn+3, fn, fn+1, fn+2, . . . , fn+k)T ,

Pk(t) = (P0(t), P1(t), . . . , Pk(t), 0)T .

The proof of the above theorem is the same as in Jator et al. [5] with only minor
notational modifications. Note that T denotes the transpose and Pj(t) = tj , j =
0, . . . , k are basis functions, and the perturbation term involves η as a parameter
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and >∗(tn+j) are obtained from >∗(t) which is the shifted Chebychev’s polynomial
of degree 4.

Remark 2.2. The continuous method (2.1) is obtained by solving a system of 6
equations resulting from conditions (2.2) and (2.3) given in Theorem 2.1. It is also
used to obtain method (1.3) and three additional methods.

In particular, method (2.1) is evaluated at {t = tn, tn+1, tn+2, tn+4} to produce
the following methods.

vn − vn+3 =
h

16
(−5fn − 22fn+1 − 12fn+2 − 10fn+3 + fn+4)

vn+1 − vn+3 =
h

12
(fn − 8fn+11− 10fn+2 − 8fn+3 + fn+4)

vn+2 − vn+3 =
h

48
(fn − 2fn+1 − 20fn+2 − 30fn+3 + 3fn+4)

vn+4 − vn+3 =
h

48
(fn − 2fn+1 − 4fn+2 + 34fn+3 + 19fn+4)

(2.5)

2.1. SBAM. Method (2.5) is used to form the block SBAM as follows:

A1Yµ+1 = A0Yµ + h[B1Fµ+1 +B0Fµ] (2.6)

where

Yµ+1 = (vn+1, vn+2, vn+3, vn+4)T , Yµ = (vn−3, vn−2, vn−1, vn)T ,

Fµ = (fn+1, fn+2, fn+3, fn+4)T , Fµ−1 = (fn−3, fn−2, fn−1, fn)T

for µ = 0, . . .Γ, where Γ = N/4 is the number of blocks and n = 0, 4, . . . , N − 4,
and Ai, Bi, i = 0, 1 are 4 by 4 matrices whose entries are given by the coefficients
of (2.5). In particular,

A0 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 0 0

 , A1 =


1 0 −1 0
0 1 −1 0
0 0 −1 0
0 0 −1 1

 ,

B0 =


0 0 0 1

12
0 0 0 1

48
0 0 0 − 5

16
0 0 0 1

48

 , B1 =


− 2

3 − 5
6 − 2

3
1
12

− 1
24 − 5

12 − 5
8

1
16

− 11
8 − 3

4 − 5
8

1
16

− 1
24 − 1

12
17
24

19
48

 .

Consistency of the block SBAM. The consistency of (2.6) is accomplished by
rewriting it as

Yµ+1 = A−1
1 A0Yµ + hA−1

1 [B1Fµ+1 +B0Fµ] (2.7)
and define the local truncation error of (2.7) as

L[z(t);h] = Zµ+1 − (A−1
1 A0Zµ + hA−1

1 [B1Fµ+1 +B0Fµ]) (2.8)

where

Zµ+1 = ((v(tn+1), v(tn+2), v(tn+3), v(tn+4))T ,

Fµ+1 = ((f(tn+1, v(tn+2)), f(tn+3, v(tn+4)), f(tn+1, v(tn+2)), f(tn+3, v(tn+4)))T ,

Zµ = (v(tn−3), v(tn−2), v(tn−1), v(tn))T ,

Fµ = ((f(tn−3, v(tn−3)), f(tn−2, v(tn−2)), f(tn−1, v(tn−1)), f(tn, v(tn)))T ,
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and L[z(x);h] = (L1[z(x);h], L2[z(x);h], L3[z(x);h], L4[z(x);h])T is a linear differ-
ence operator.

Thus, assuming that the arbitrary function z(t) is the exact solution and is
sufficiently differentiable; we can expand the terms in (12) as a Taylor series about
the point tn, to obtain the expression for the local truncation error (LTE) as

L[z(t);h] = O(h5). (2.9)

Thus, the method has order four.

Stability. The Linear-stability regions are obtained by applying (2.6) to the test
equation y′ = λy to give

Yµ+1 = M(q)Yµ, q = λh, (2.10)

where the stability matrix is

M(q) = (A1 − qB1)−1(A0 + qB0) =
12 + 24q + 20q2 + 8q3 + q4

12− 24q + 20q2 − 8q3 + q4
.

Definition 2.3. The block method (2.6) is said to be A-stability if for all q ∈ C−,
M(q) has a dominant eigenvalue qmax such that |qmax| ≤ 1; moreover, since qmax is
a rational function, the real part of the zeros of qmax must be negative, while the
real part of the poles of qmax must be positive.

A simple calculation gives the zeros as {−1− i,−1 + i,−3−
√

3,−3 +
√

3} and
the poles as {1− i, 1 + i, 3−

√
3, 3 +

√
3} (see Figure 1).

→
Real axes

↑
Imaginary axes

� �

�

�

+ +

+

+

Figure 1. Stability region for the SBAM confirming A-stability

Remark 2.4. Method (2.6) can be used to solve initial value systems in a block
by block fashion as in Jator [5]. In this paper, the approach in [5] is modified by
first generating the blocks on the entire interval and then combining these blocks to
form a single block matrix equation which is solved to provide the global solution
of (1.2).

3. Block extension and implementation

Order Convergence. Since the block extension of (2.6) gives a global method,
we discuss the convergence of the block extension of (2.6).
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Theorem 3.1. Let Y , Z be solution vectors formed by extending (2.6) from the
interval [t0, t4], to the intervals [t4, t8], . . . , [tN−4, tN ], and E = Z − Y , where Y is
interpreted as an approximation of the solution vector for the system formed from
the block extension of (2.6) whose exact solution is Z. If ei = |v(ti)−vi|, where the
exact solution v(t) is several times differentiable on [a, b] and if ‖E‖ = ‖Z − Y ‖,
then, the SBAM is a fourth-order convergent method. That is ‖E‖ = O(h4).

Proof. Let the matrices obtained from the block extension of (2.6) be defined as
follows:

A =



1 0 −1 0 0 0 0 0 0 · · · 0
0 1 −1 0 0 0 0 0 0 · · · 0
0 0 −1 0 0 0 0 0 0 · · · 0
0 0 −1 1 0 0 0 0 · · · 0
0 0 0 0 1 0 −1 0 0 · · · 0
0 0 0 0 0 1 −1 0 0 · · · 0
0 0 0 1 0 0 −1 0 0 · · · 0
0 0 0 0 0 0 −1 1 0 · · · 0
...

. . .
...

0 0 0 0 · · · 0 0 1 0 −1 0
0 0 0 0 · · · 0 0 0 1 −1 0
0 0 0 0 · · · 0 1 0 0 −1 0
0 0 0 0 · · · 0 0 0 0 −1 1



,

B = h



− 2
3 − 5

6 − 2
3

1
12 0 0 0 0 0 · · · 0

− 1
24 − 5

12 − 5
8

1
16 0 0 0 0 0 · · · 0

− 11
8 − 3

4 − 5
8

1
16 0 0 0 0 0 · · · 0

− 1
24 − 1

12
17
24

19
48 0 0 0 0 0 · · · 0

0 0 0 1
12 − 2

3 − 5
6 − 2

3
1
12 0 · · · 0

0 0 0 1
48 − 1

24 − 5
12 − 5

8
1
16 0 · · · 0

0 0 0 − 5
16 − 11

8 − 3
4 − 5

8
1
16 0 · · · 0

0 0 0 1
48 − 1

24 − 1
12

17
24

19
48 0 · · · 0

...
. . .

...
0 0 0 0 · · · 0 1

12 − 2
3 − 5

6 − 2
3

1
12

0 0 0 0 · · · 0 1
48 − 1

24 − 5
12 − 5

8
1
16

0 0 0 0 · · · 0 − 5
16 − 11

8 − 3
4 − 5

8
1
16

0 0 0 0 · · · 0 1
48 − 1

24 − 1
12

17
24

19
48



,

C = (
h

12
f0,

h

48
f0,−y0 −

5h
16
f0,

h

48
f0, 0, . . . ., 0)T .

The local truncation errors are

τi+1 = − 13
180

h5y(5)(ti + θi) +O(h6),

τi+2 = − 13
360

h5y(5)(ti + θi) +O(h6),

τi+3 = − 1
40
h5y(5)(ti + θi) +O(h6),

τi+4 = − 17
360

h5y(5)(ti + θi) +O(h6),

(3.1)



86 S. N. JATOR, D. Y. NYONNA, A. D. KERR EJDE-2013/CONF/20

for i = 0, 4, . . . , N − 4, |θi| ≤ 1. We further define the vectors

Z = (v(t1), . . . , v(tN ))T , Y = (v1, . . . , vN )T ,

F = (f1, . . . , fN )T , L(h) = (τ1, . . . , τN )T ,

where L(h) is the local truncation error.
Let E = Y − Z = (e1, . . . , eN )T . The exact form of the system given by the

block extension of (2.6) is

AZ −BF (Z) + C + L(h) = 0, (3.2)

and the approximate form of the system is

AY −BF (Y ) + C = 0, (3.3)

where Y is the approximation of the solution vector Z. Subtracting (3.2) from
(3.3), we obtain

AE −BF (Y ) +BF (Z) = L(h) . (3.4)
Using the mean-value theorem, we write (3.4) as

(A−BJ)E = L(h),

where the Jacobian matrix is

J =


∂f1
∂v1

· · · ∂f1
∂vN

...
...

∂fN

∂v1
· · · ∂fN

∂vN

 .

Let M = −BJ be a matrix of dimension N . We have

(A+M)E = L(h), (3.5)

and for sufficiently small h, the matrix A + M is a monotone and thus invertible
(see Jain and Aziz [4] and Jator and Li [6]). Therefore,

(A+M)−1 = D = (di,j) ≥ 0,
N∑
j=1

di,j = O(h−1). (3.6)

If ‖E‖ is the norm of maximum global error and from (3.5), E = (A+M)−1L(h),
using (3.6) and the truncation error vector L(h), it follows that ‖E‖ = O(h4).
Therefore, the TDM is an fourth-order convergent method. �

3.1. Implementation. Recall that the semi-discretization of (1.1) is initially per-
formed on the partition

πM : {c = S0 < S1 < · · · < SM = d, Sm = Sm−1 + ∆S},

where ∆S = d−c
M is a constant step-size of the partition of πM , m = 1, 2, . . . ,M ,

M is a positive integer and m the grid index. The resulting system of ODEs (1.2)
is then solved on the partition πN . We emphasize the block extension of (2.6) lead
to a single matrix of finite difference equations, which is solved to provide all the
solutions of (1.2) on the entire grid given by the rectangle [a, b]× [c, d].
Step 1: Use the block extension of (2.6) to generated from the rectangles [t0, t4]×
[c, d], to the rectangle [t4, t8]× [c, d], . . . , [tN−4, tN ]× [c, d].
Step 2: Solve the system obtained in step 1, noting that vm(t) ≈ V (Sm, t) and
v(tn) = vn, to obtain vn = [V0,n, V1,n, . . . , VM−1,n]T , n = 1, 2, . . . , N .
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Step 3: The solution of (1.1) is approximated by the solutions in step 2 as v(tn) =
vn, where v(tn) = [V (S0, tn), V (S1, tn), . . . , V (SM−1, tn)]T , n = 1, 2, . . . , N .

4. Numeriacl examples

Our method was implemented Mathematica 8.0 enhanced by the feature NSolve[ ].

Example 4.1. Consider a five-month European call and put options on a non-
dividend-paying stock when the stock price is $50, the strike price is $50, the
risk-free interest rate is 10% per annum, and the volatility is 40% per annum. This
example is taken from Hull [3].

To compute the call and put options we use the standard notation to denote
X = 50, S = 50, r = 0.10, σ = 0.40, and T = 0.4167. The theoretical solutions for
the prices of the European call and put options are given in Hull [3] as follows.

c = SN(d1)−Xe−r(T−t)N(d2),

p = Xe−r(T−t)N(−d2 − SN(−d1),

where

d1 =
ln(S/X) + (r + σ2/2)(T − t)

σ
√
T − t

,

d2 =
ln(S/X) + (r − σ2/2)(T − t)

σ
√
T − t

= d1 − σ
√
T − t,

and N(x) is the cumulative probability distribution function for the standard nor-
mal variable.

We note that Example 4.1 was chosen to illustrate that the SBAM does not
exhibit oscillatory behavior near the exercise price which occurs in well known
methods such as the Crank-Nicolson method (see [2] and [8]). In Figures 2 and
3, we plot the values of the call and put options with their corresponding exact
solutions at expiration versus S respectively, while in Figures 4 and 5 we plot the
the call and the put options with their corresponding exact solutions versus S and
t. In all cases it is obvious that the SBAM gives an oscillation-free solution as the
graphs are smooth through out.
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Figure 2. Call curves (C) at t = 0 for Example 4.1, where ECALL
is the exact solution and SBAMC is the call option for the current
method
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Figure 3. Put curves (V) at t = 0 for Example 4.1, where EPUT
is the exact solution and SBAMP is the put option for the current
method

Figure 4. Approximate and exact solutions for the put option for
Example 4.1 with h = 1/12, ∆S = 20

Figure 5. Approximate and exact solutions for the call option for
Example 4.1 with h = 1/12, ∆S = 20

Example 4.2. As our second test example, we solve the stiff parabolic equation
(see Cash[1])

∂V

∂t
= κ

∂2V

∂S2
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u(0, t) = u(1, t), u(S, 0) = sinπS + sinωπS, ω � 1.

The exact solution V (S, t) = e−π
2κt sinπS + e−ω

2π2κt sinωπS.

Cash [1] notes that as ω increases, equations of the type given in Example 4.2
exhibit characteristics similar to model stiff equations. Hence, the methods such as
the Crank-Nicolson method which are not L0-stable are expected to perform poorly.
However, we found that the SBAM is not L0-stable and performs well when applied
to this problem. In Table 1, we display the results for κ = 1 and a range of values
for ω.

ω SBAM
1 3.23× 10−6

2 1.85× 10−5

10 1.62× 10−6

20 1.62× 10−6

30 1.62× 10−6

40 1.62× 10−6

Table 1. Errors of the method for Example 4.2 at t = 1 and
∆S = 1/10, h = 1/12

To test for convergence, Example 4.2 was solved for various values of h = ∆S and
the results for the global maximum absolute errors (Err = max |vm(tn)−V (Sm, tn)|)
are reproduced in Table 2. We also give the rate of convergence (ROC) which is
calculated using the formula ROC = log2(Err2h/Errh), Errh is the error obtained
using the step size h. In general, the ROC shows that the order of the method
is slightly greater than 2. This is expected since the central difference method
used for the spatial discretization is of order 2 and hence affects the convergence
of the SBAM which is of order 4 with respect to the time variable. In Figure 6,
the solutions obtained using the SBAM are plotted versus S and t and are in good
agreement with the plots given by the exact solution. Furthermore, In Figure 7,
the errors (residuals) at all the grid points are generally small when the residuals
are plotted versus S and t.

N = M Err ROC
4 1.15× 10−1

8 1.92× 10−2 2.6
16 1.62× 10−3 2.5
32 6.82× 10−4 2.4
64 1.48× 10−4 2.2
128 3.67× 10−5 2.0
256 9.23× 10−6 2.0

Table 2. Err and ROC for Example 4.2
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Figure 6. Approximate and exact solutions for Example 4.2 with
h = 1/128, ∆S = 1/128

Figure 7. Residuals for S = t = 1/128 for Example 4.2

Conclusion. An SBAM with a block extension for solving the the Black-Scholes
differential equation has been proposed. The method is shown to give oscillation-
free solutions as illustrated in Figures 2–5. The method is also shown to be con-
vergent and capable of solving stiff problems (see Table 2.
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