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On the Convergence of implicit Ishikawa
Iterations with Errors to a Common Fixed
Point of Two Mappings in Convex Metric

Spaces 1

Arif Rafiq and Sundus Zafar

Abstract

Let C be a convex subset of a complete generalized convex metric

space X, and S and T be two self mappings on C. In this paper it

is shown that if the sequence of modified Ishikawa iterations with

errors in the sense of Xu [19] associated with S and T converges,

then its limit point is the common fixed point of S and T . This result

extends and generalizes the corresponding results of Niampally and

Singh [10], Rhoades [12], Hicks and Kubicek [6] and Ciric et al [3].
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1 Introduction

Takahashi [18] introduced a notion of convex metric spaces and studied the

fixed-point theory for nonexpansive mappings in such setting for the convex

metric spaces, Kirk [8] and Goebel and Kirk [5] used the term ”hyperbolic

type space” when they studied the iteration processes for nonexpansive

mappings in the abstract framework. For the Banach space, Petryshyn

and Williamson [11], in 1973 proved a sufficient and necessary condition

for Picard iterative sequences and Mann iterative sequences to converge to

fixed points for quasi-nonexpansive mappings. In 1997, Ghosh and Deb-

nath [4] extended the results of [11] and gave the sufficient and necessary

condition for Ishikawa iterative sequence to converge to fixed points for

quasi-nonexpansive mappings.

In recent years several authors have studied the convergence of the se-

quence of the Mann iterates [9] of a mapping T to a fixed point of T , under

various contractive conditions.

The Ishikawa iteration scheme [7] was first used to establish the strong

convergence for a pseudocontractive selfmapping of a convex compact subset

of a Hilbert space. Very soon both iterative processes were used to establish

the strong convergence of the respective iterates for some contractive type

mappings in Hilbert spaces and then in more general normed linear spaces.

Naimpally and Singh [10] have studied the mappings which satisfy the

contractive definition introduced in [2]. They proved the following theorem.

Theorem 1.1. Let X be a normed linear space and C be a nonempty closed

convex subset of X . Let T : C → C be a selfmapping satisfying

(NS) ‖Tx− Ty‖ ≤
≤ h max {‖x− y‖ , ‖x− Tx‖ , ‖y − Ty‖ , ‖x− Ty‖ , ‖y − Tx‖}
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for all x, y in C, where 0 ≤ h < 1 and let {xn} be the sequence of the

Ishikawa scheme associated with T, that is x0 ∈ C,

yn = (1− βn)xn + βnTxn,

xn+1 = (1− αn)xn + αnTyn, n ≥ 0,(1)

where 0 ≤ αn, βn ≤ 1. If {αn} is bounded away from zero and if {xn}
converges to p, then p is a fixed point of T.

Definition 1.1.[18.] Let (X, d) be a metric space. A mapping W : X ×
X × [0, 1] → X is said to be a convex structure on X if for each (x, y, λ) ∈
X ×X × [0, 1] and u ∈ X,

(T ) d(u,W (x, y, λ)) ≤ λd(u, x) + (1− λ)d(u, y).

The metric space X together with W is called a convex metric space.

Definition 1.2. Let X be a convex metric space. A nonempty subset A of

X is said to be convex if W (x, y, λ) ∈ A whenever (x, y, λ) ∈ A×A× [0, 1].

Remark 1.1.(Takahashi [18]) has shown that open spheres and closed

spheres are convex.

Remark 1.2. All normed spaces and their convex subsets are convex metric

spaces. But there are many examples of convex metric spaces which are not

embedded in any normed space(see Takahashi [18]).

Remark 1.3. Clearly a Banach space , or any convex subset of it, is a

convex metric space with

W (x, y, λ) = λx + (1− λ)y.
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More generally, if X is a linear space with a translation invariant metric

satisfying d(λx+(1−λ)y, 0) ≤ λd(x, 0)+ (1−λ)d(y, 0), then X is a convex

metric space.

Remark 1.4. It is clear from (T ) that

d[x,W (x, y, λ)] = (1− λ)d(x, y),

d[y, W (x, y, λ)] = λd(x, y).

Recently Ciric et al [3] generalized the results of Naimpally and Singh

to a pair of mappings S and T , defined on a convex metric space. They

proved that if the sequence of Ishikawa iterations associated with S and T

converges, then its limit point is the common fixed point of S and T , which

satisfy the following condition:

(CUK) d(Sx, Ty) ≤ h[d(x, y) + d(x, Ty) + d(y, Sx)],

where 0 < h < 1. It is clear that the condition (CUK) is very general, since

by the triangle inequality, condition (CUK) is always satisfied with h = 1.

Inspired and motivated by the above said facts, we are introducing the

following new concepts.

Definition 1.3. Let (X, d) be a metric space. A mapping

W : X×X×X× [0, 1]× [0, 1]× [0, 1] → X is said to be a generalized convex

structure on X if for each (x, y, z; a, b, c) ∈ X×X×X× [0, 1]× [0, 1]× [0, 1]

and u ∈ X,

d(u, W (x, y, z; a, b, c)) ≤ ad(u, x) + bd(u, y) + cd(u, z);(2)

a + b + c = 1. The metric space X together with W is called a generalized

convex metric space.
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Definition 1.4. Let X be a generalized convex metric space. A nonempty

subset A of X is said to be generalized convex if W (x, y, z; a, b, c) ∈ A

whenever (x, y, z; a, b, c) ∈ A× A× A× [0, 1]× [0, 1]× [0, 1].

Remark 1.5. Clearly every generalized convex metric space is a convex

metric space.

Remark 1.6. Clearly every generalized convex set is a convex set.

Remark 1.7. It can be easily seen that open spheres and closed spheres are

generalized convex.

Remark 1.8. All normed spaces and their generalized convex subsets are

generalized convex metric spaces.

Remark 1.9. Clearly a Banach space , or any generalized convex subset of

it, is a generalized convex metric space with W (x, y, z; a, b, c) = ax +by+ cz.

More generally, if X is a linear space with a translation invariant metric

satisfying d(ax + by + cz, 0) ≤ ad(x, 0) + bd(y, 0) + cd(z, 0), then X is a

generalized convex metric space.

Remark 1.10. It is clear from (1.2) that

d[x,W (x, y, z; a, b, c)] ≤ bd(x, y) + cd(x, z),

d[y, W (x, y, z; a, b, c)] ≤ ad(x, y) + cd(y, z),

d[z,W (x, y, z; a, b, c)] ≤ ad(x, z) + bd(y, z).

(3)

Let C be a nonempty closed convex subset of a generalized convex metric

space X.
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The sequence {xn} defined by

x0 ∈ C, xn = W (xn−1, Syn, un; an, bn, cn)(4)

yn = W (xn−1, Txn, vn; a′n, b
′
n, c′n), n ≥ 1,

where {an}, {bn}, {cn}, {a′n}, {b′n}, {c′n} are sequences in [0, 1] such that

an + bn + cn = 1 = a′n + b′n + c′n and {un}, {vn} are bounded sequences

in C, is called Xu-Ishikawa [19] type iteration process.

Remark 1.11. Clearly, the iteration process (1.4) contains all the known

iteration processes [7, 9, 19] as its special case.

The sequence {xn} defined by

x0 ∈ C, xn = W (xn−1, STxn, un; an, bn, cn), n ≥ 1,(5)

where {an}, {bn}, {cn} are sequences in [0, 1] such that an + bn + cn = 1

and {un} is a bounded sequence in C, is called Xu-Mann [19] type iteration

process.

The sequence {xn} defined by

x0 ∈ C, xn = W (xn−1, Syn, αn), yn = W (xn−1, Txn, βn), n ≥ 1,(6)

where {αn}, {βn} are sequences in [0, 1], is called implicit Ishikawa type

iteration process.

The sequence {xn} defined by

x0 ∈ C, xn = W (xn−1, STxn, αn), n ≥ 1,(7)

where {αn} is a sequence in [0, 1], is called implicit Mann type iteration

process.
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The purpose of this paper is to generalize the results of Naimpally and

Singh and Ciric et al to a pair of mappings S and T , defined on a generalized

convex metric space. It is shown that if the sequence (4) converges, then

its limit point is the common fixed point of S and T , which satisfy the

condition (CUK).

2 Main Results

Now we prove our main results.

Theorem 2.1. Let C be a nonempty closed convex subset of a generalized

convex metric space X and let S, T : X → X be selfmappings satisfying

(CUK) for all x, y in C. Suppose that {xn} is defined by (4) satisfying

{bn} ⊂ [δ, 1 − δ] for some δ ∈ (0, 1) and lim
n→∞

cn = 0 = lim
n→∞

c
′
n. If {xn}

converges to some point p ∈ C, then p is the common fixed point of S and

T .

Let

M = max

{
sup
n≥1

d(p, un), sup
n≥1

d(p, vn)

}
.

From (3-4) and using triangle inequality, we have

d(xn−1, Syn) ≤ d(xn−1, xn) + d(xn, Syn)

= d(xn−1, xn) + d(W (xn−1, Syn, un; an, bn, cn), Syn)

≤ d(xn−1, xn) + and(xn−1, Syn) + cnd(Syn, un)

≤ d(xn−1, xn) + (an + cn)d(xn−1, Syn) + cnd(xn−1, un)

= d(xn−1, xn) + (1− bn)d(xn−1, Syn) + cnd(xn−1, un),
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implies

d(xn−1, Syn) ≤ 1

bn

d(xn−1, xn) +
cn

bn

d(xn−1, un).

With the help of condition {bn} ⊂ [δ, 1− δ] for some δ ∈ (0, 1), we get

d(xn−1, Syn) ≤ 1

δ
d(xn−1, xn) +

cn

δ
d(xn−1, un).

Since xn → p, d(xn−1, xn) → 0 and lim
n→∞

cn = 0, implies

lim
n→∞

d(xn−1, Syn) = 0.(8)

Using (CUK) we get

d(Syn, Txn) ≤ h[d(yn, xn) + d(yn, Txn) + d(xn, Syn)].(9)

Using triangle inequality, we have

d(yn, xn) ≤ d(yn, xn−1) + d(xn−1, xn) =

= d(W (xn−1, Txn, vn; a′n, b
′
n, c′n), xn−1) + d(xn−1, xn) ≤

≤ b
′
nd(xn−1, Txn) + c

′
nd(xn−1, vn) + d(xn−1, xn).

(10)

Also

d(yn, Txn) = d(W (xn−1, Txn, vn; a′n, b
′
n, c

′
n), Txn) ≤

≤ a
′
nd(xn−1, Txn) + c

′
nd(Txn, vn).

(11)

Substituting (10-11) in (9), we get

d(Syn, Txn) ≤ h[d(xn−1, xn) + d(xn, Syn) + (a
′
n + b

′
n)d(xn−1, Txn)

+c
′
nd(xn−1, vn) + c

′
nd(Txn, vn)]

≤ h[d(xn−1, xn) + d(xn, Syn) + (1− c
′
n)d(xn−1, Txn)

+c
′
nd(xn−1, vn) + c

′
nd(Txn, xn−1) + c

′
nd(xn−1, vn)]

= h[d(xn−1, xn) + d(xn, Syn) + d(xn−1, Txn) + 2c
′
nd(xn−1, vn)]

≤ h[d(xn−1, xn) + d(xn, Syn) + d(xn−1, Syn) + d(Syn, Txn)

+2c
′
nd(xn−1, vn)],
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implies

d(Syn, Txn) ≤ h

1− h
[d(xn−1, xn) + d(xn, Syn) + d(xn−1, Syn) +

+2c
′
nd(xn−1, vn)

]
.

Taking the limit as n → ∞ we obtain, by xn → p, Syn → p and

lim
n→∞

c
′
n = 0,

lim
n→∞

d(Syn, Txn) = 0.

Since Syn → p, it follows that Txn → p.

Since

d(yn, xn−1) = d(W (xn−1, Txn, vn; a′n, b
′
n, c′n), xn−1)

≤ b
′
nd(xn−1, Txn) + c

′
nd(xn−1, vn).

Taking the limit as n →∞ , it follows also that yn → p.

From (CUK) again, we have

d(Syn, Tp) ≤ h[d(yn, p) + d(yn, Tp) + d(p, Syn)].

Taking the limit as n →∞ we obtain d(p, Tp) ≤ hd(p, Tp).

Since h < 1, d(p, Tp) = 0. Hence Tp = p. Similarly, from (CUK),

d(Sp, Txn) ≤ h[d(p, xn) + d(p, Txn) + d(xn, Sp)].

Taking the limit as n →∞ we get d(Sp, p) ≤ hd(p, Sp).

Hence Sp = p. Therefore Sp = Tp = p. This completes the proof.

Theorem 2.2. Let C be a nonempty closed convex subset of a generalized

convex metric space X and let S, T : X → X be selfmappings satisfying

(CUK) for all x, y in C. Suppose that {xn} is defined by (5) satisfying

{bn} ⊂ [δ, 1 − δ] for some δ ∈ (0, 1) and lim
n→∞

cn = 0. If {xn} converges to

some point p ∈ C, then p is the common fixed point of S and T .
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Theorem 2.3. Let X be a normed linear space and C be a closed convex

subset of X and let S, T : X → X be selfmappings satisfying (CUK) for all

x, y in C. Suppose that {xn} is defined by

x0 ∈ C, xn = anxn−1 + bnSyn + cnun, yn = a′nxn−1 + b′nTxn + c′nvn, n ≥ 1,

where {an}, {bn}, {cn}, {a′n}, {b′n}, {c′n} are sequences in [0, 1] such that

an + bn + cn = 1 = a′n + b′n + c′n, satisfying {bn} ⊂ [δ, 1 − δ] for some

δ ∈ (0, 1), lim
n→∞

cn = 0 = lim
n→∞

c
′
n and {un}, {vn} are bounded sequences in C.

If {xn} converges to some point p ∈ C, then p is the common fixed point of

S and T .

Theorem 2.4. Let X be a normed linear space and C be a closed convex

subset of X and let S, T : X → X be selfmappings satisfying (CUK) for all

x, y in C. Suppose that {xn} is defined by

x0 ∈ C, xn = anxn−1 + bnSTxn + cnun, n ≥ 1,

where {an}, {bn}, {cn} are sequences in [0, 1] such that an + bn + cn = 1,

satisfying {bn} ⊂ [δ, 1 − δ] for some δ ∈ (0, 1), lim
n→∞

cn = 0 and {un} is a

bounded sequence in C. If {xn} converges to some point p ∈ C, then p is

the common fixed point of S and T .

Corollary 2.1. Let X be a normed linear space and C be a closed convex

subset of X. Let S, T : C → C be two mappings satisfying (CUK) and {xn}
be the sequence of Ishikawa scheme associated with S and T ; for x0 ∈ C,

yn = βnxn−1 + (1− βn)Txn,

xn = αnxn−1 + (1− αn)Syn, n ≥ 1.
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If {αn} ⊂ [δ, 1− δ] for some δ ∈ (0, 1) and {xn} converges to p, then p

is a common fixed point of S and T .

Corollary 2.2. Let X be a normed linear space and C be a closed convex

subset of X. Let S, T : C → C be two mappings satisfying (CUK) and {xn}
be the sequence of Ishikawa scheme associated with S and T ; for x0 ∈ C,

yn = βnxn−1 + (1− βn)Txn,

xn = αnxn−1 + (1− αn)Syn, n ≥ 1.

If lim
n→∞

αn = 0 and {xn} converges to p, then p is a common fixed point

of S and T .

Corollary 2.3. Let X be a normed linear space and C be a closed convex

subset of X. Let S, T : C → C be two mappings satisfying (CUK) and {xn}
be the sequence of Mann scheme associated with S and T ; for x0 ∈ C,

xn = αnxn−1 + (1− αn)STxn, n ≥ 1.

If {αn} ⊂ [δ, 1− δ] for some δ ∈ (0, 1) and {xn} converges to p, then p

is a common fixed point of S and T .

Corollary 2.4. Let X be a normed linear space and C be a closed convex

subset of X. Let S, T : C → C be two mappings satisfying (CUK) and {xn}
be the sequence of Mann scheme associated with S and T ; for x0 ∈ C,

xn = αnxn−1 + (1− αn)STxn, n ≥ 1.

If lim
n→∞

αn = 0 and {xn} converges to p, then p is a common fixed point

of S and T .
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Remark 2.1. Corollaries with S = T are the generalizations of Theorem

1 of Niampally and Singh [10]. Therefore, Theorem 9 of Rhoades [14] is

also a special case of corollary where (CUK) is replaced with the following

condition, introduced in [1],

d(Tx, Ty) ≤ h max{d(x, y), d(x, Tx), d(y, Ty), d(x, Ty), d(y, Tx)},

where 0 < h < 1.
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