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Angular estimates of analytic functions

defined by Carlson - Shaffer linear operator !

B. A. Frasin

Abstract

The object of the present paper is to derive some argument prop-
erties of analytic functions defined by the Carlson - Shaffer linear
operator L(a,c)f(z) . Our results contain some interesting corollar-

ies as the special cases.
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1 Introduction and definitions

Let A denote the class of functions of the form :

(1.1) f(z) :z—l—Zanz"

which are analytic in the open unit disc i ={z : |z] < 1}. For two functions

f(2) and g(z) given by

(1.2) f(2) —z+Zanz and g(z —Z-I—sz
their Hadamard product (or convolution) is defined by
(1.3) (f*9)(z —z+Zanbz

Define the function ¢(a,c; z) by

(14)  ¢(a,c2) :—Z n”“

(a € RCGR\ZO,ZE.—{O —2,...}, z€U),

where (\),, is the Pochhammer symbol given, in terms of Gamma functions,

(), = '(A+n) ) 1, n =0,
TOT) ) AM+ D42 (A +n—1), neN:{1,2,...}.

Corresponding to the function ¢(a,c; z), Carlson and Shaffer[1] intro-

duced a linear operator L(a,c): A — A by

(1.5) L(a, c)f(2) == ¢(a, c; 2) * f(2),
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or, equivalently, by

(1.6) L(a,0)f(z) =2+ manﬂznﬂ (z elU).
It follows from (1.6) that
(1.7 z2(L(a,0)f(2)) = al(a+1,¢)f(2) — (a —1)L(a, ) f(2),

and L(L,1)f(z) = f(2), L(2,1)f(2) = 2f'(2) , L3, 1)f(z) = 2f'(2) +
2221 (2).

Many properties of analytic functions defined by the Carlson-Shaffer
linear operator were studied by (among others) Owa and Srivastava [7],
Ding [3], Kim and Lee [4], Ravichandran et al.[6] and Shanmugam et al.
[5].

In this paper we shall derive some argument properties of analytic func-

tions defined by the linear operator L(a,c)f(z).
In order to prove our main results, we recall the following lemma:

Lemma 1.1.( [2]). Let p(z) be analytic in &/ with p(0) = 1 and p(z) # 0
(2 € U) and suppose that

(1.8) Jarg(p(z) + Bzp'(2))] < g (a + %tam_1 aﬁ) (>0, >0),
then we have

(1.9) larg p(2)| < ga (z e lU).
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2 Main Results

Theorem 2.1. Let a4+ 1 > pu > 0, « > 0, A is any real number |,
L(a,c)f(z)/L(a+1,¢)f(z) # 0 (2 € U) and suppose that

(a+1)L(a,c)f(2) La+1,0)f(z) La+2,0)f(2)
G T e 97 1))

La.0f(z) FLla+1,of(2)

) _<W+UA—WO

a+1—p

then we have

(2.2)

o (7 éﬁfffiﬁ\<%a (Fed)

Proof. Define the function p(z) by

L(a, o) f(2)
Lia+1,¢)f(2)

Then p(z) = 14+ b1z 4+ byz + - - - is analytic in U with p(0) = 1 and p(z) # 0

(2.3) plz) =

(z €U) . Also, by a simple computation, we find from (2.3) that

N

(2.4)

Pz _ (Z(L(G,C)f(Z))’ _ 2(L(a+ 170)f(2))’>
p(2) L(a,c) f(2) L{a+1,¢)f(2)

by making use of the familiar identity (1.7) in (2.4) , we get

[ a+1cﬂz Lat2.0f() } L(a,0)f(2)
7(2) w+1cf@ Lt Lof ()

B A a '(2)

- L<z 5 (5t ) e

- 1[m+nA—mwua+1— (2) + perl (2)]

a+1
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or, equivalently,

(a+1)L(a, ) f(2) Lia+1,¢)f(z)  L(a+2¢)f(2)
(a+1=pLa+1,0f() P Laof)  "LatLof)
(@+DA—ap) _ p /
(2.5) - (m) =p(2) + ar1i— P (2).

The result of Theorem 2.1 now follows by an application of Lemmal.1.

Letting @ = ¢ = 1 in Theorem 2.1, we have

Corollary 2.2. Let 2 > y > 0, « > 0, X is any real number ,
f(2)/zf(2) # 0 (2 € U) and suppose that

2f(2) z2f'(z)  pzf"(2) . (22—
e (@it VS~ 5+~ (55)))]

2
(2.6) <Z (a + - tan™! 5 f Ma)

()

Theorem 2.3. Let a # —1, X # —u, a, A > 0, (a+ 1)(A+ pn) > 0,
Lia+1,¢)f(2)/z # 0 (z € U) and suppose that

- (Aiu <L(a—|— 1Z,c)f(z)) 5 (Aéézﬁgﬁg +u>)‘
(oz—i—ztan_l 5 +1;\()\+ O‘)
- a 1)

then we have

then we have

<Za (zel).

(2.7) .

(2.8) <

bo |

(2.9)

a@(Lm+L@ﬂ”)ﬂ<fa (e u).

z
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Proof. Define the function p(z) by

(2.10) p(2) == (L(a +1 C)f(z)) s.

z
Then p(z) = 14+ b1z 4+ baz + - - - is analytic in & with p(0) =1 and p(z) # 0
(z € U) . Also, by a simple computation and by making use of the familiar

identity (1.7) we find from (2.10) that

L(a+2,¢)f(2) _ 1 zp/(2)
Lia+1,¢)f(2) d(a+1) p(z)

by using (2.10) and (2.11), we get

(2.11) +1

)\Jlrﬂ (L(a+1z,c)f(z)> 5 (AﬁZiiZ;;Ez; +M)

A

(2.12) AR TES YT

)zp’(2>

Using Lemma 1.1, we obtain the required result.

Letting a = ¢ = 1 in Theorem 2.3, we have

Corollary 2.4. Let A # —pu, a, A > 0, 20(A+p) >0, f'(2) #0 (z € U)
and suppose that

e (7605 (1+ s ) )

2 A
2.1 Ztan ! ———
(2.13) < (a—i—ﬂtan 25(>\+M)a)

N[N

then we have

(2.14) larg (f'(2)) 8] < ga (z € U).
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Theorem 2.5. Let a # —1, a,\,n,7 >0, L(a+1,¢)f(2)/L(a,c)f(z) #
0 (2 € U) and suppose that

arg ‘ <L<a+1,c>f<z>> v W <(a 4 1)Her20f() _ LatlafE) 1) I 1} ‘

Lo (2) La+1af() ~ @ Lo )
(2.15) < (a+ a2
. — | & — tan —Q
2 T i

then we have

(2.16) arg (L(g(; ;;)(J;)Z)) 7‘ < ga (zelU).
Proof. Define the function p(z) by
210 = (M)

Then p(z) = 1 +byz+byz+--- is analytic in U with p(0) = 1 and p(z) # 0
(z €U) . Also, by a simple computation and by making use of the familiar
identity (1.7), we find from (2.17) that

L(a+1,c)f(2) A L(a+2,¢)f(z) . L(a+1,0)f(z) _
( L@ f () )V[n ((a+1)L(a+1,c)f(Z) ) 12 1) + 1}

(2.18) =p(2) + %zp’(Z)

An application of Lemma 1.1, we obtain the required result.

Letting @ = ¢ = 1 in Theorem 2.5, we have

Corollary 2.6. Let a,\,n,v > 0, zf'(2)/ f(z) # 0 (z € U) and
suppose that

o { () [ (075 -5 )|

(a2t 2a)
o+ —tan T —«
™ n

(2.19) <

N
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then we have

<Za (z el).

(2.20) :

s (),
f(z)
Letting A =7 =~ =1 in Corollary 2.6, we have

Corollary 2.7. Let 0 < a <1, zf'(2)/ f(2) # 0 (z € U) and suppose
that

(2.21)

() G5 T ] < (o Do)

then we have

(2.22)

G e

that is, f(z) is strongly starlike function of order « in U.
Theorem 2.8. Let a # —1, o, A\,7 >0, (y—A)(a+1) >0, z/L(a+
1,¢)f(2) # 0 (z € U) and suppose that

i 3 (%(a n ic)f(z) —A [f(fiif))]‘f((;)P)} '

T 2 1 A
(2.23) < §(a+;tan (7_)\)(@+1)a).

arg {
g

then we have

(2.24)

v (rariam)| <5 W

Proof. Define the function p(z) by

(2.25) p(z) =
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Then p(z) = 1+byz+baz+--- is analytic in U with p(0) = 1 and p(z) # 0
(z € U). Also, by a simple computation and by making use of the familiar
identity (1.7), we find from (2.25) that

1 z s L(a+27c)f(z> —
A '
=p(z) + CESVTES (2)-

The result of Theorem 2.8 now follows by an application of Lemmal.1.

Letting a = ¢ = 1 in Theorem 2.8, we have

Corollary 2.9. Let a,\,v >0, (y—=A)(a+1) >0,1/f'(2) #0 (2 € U)
and suppose that

(2.27)

. 1 Az f"(z)
& (f’(Z) 2(7 — A)(f'<z>>2>

then we have

(2.28)

arg (f/é))’ <To (e
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