General Mathematics Vol. 16, No. 1 (2008), 33-45

Quadrature based two-step iterative
methods for non-linear equations:
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Abstract

In this paper, we present two-step quadrature based iterative
methods for solving non-linear equations. The convergence analysis
of the methods is discussed. It is established that the new methods
have convergence order five and six Numerical tests show that the
new methods are comparable with the well known existing methods
and in many cases gives better results. Our results can be considered
as an improvement and refinement of the previously known results

in the literature.
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1 Introduction

Let us consider a single variable non-linear equation

(1.1) f(a) =0.
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Finding zeros of a single variable nonlinear equation (1.1) efficiently, is
an interesting very old problem in numerical analysis and has many ap-
plications in applied sciences. In recent years, researches have developed
many iterative methods for solving equation (1.1). These methods can be
classified as one-step, two-step and three-step methods, see [1-12]. These
methods have been proposed using Taylor series, decomposition techniques,
error analysis and quadrature rules, etc. Abbasbandy [1], Chun [3] and
Grau [7] have proposed many two-step and three-step methods.

In this paper, we present two-step quadrature based iterative methods
for solving non-linear equations. We prove that the new methods have order
of convergence five and six. The methods and their algorithms are described
in section 2. The convergence analysis of the methods is discussed in section
3. Finally, in section 4, the methods are tested on numerical examples given
in the literature. It was noted that the new methods are comparable with
the well known existing methods and in many cases gives better results.
Our results can be considered as an improvement and refinement to the

previously known results in the literature.

2 The Iterative Method

Weerakoon and Fernando [12], Gyurhan Nedzhibov [11] and M. Frontini
and E. Sormani [5-6] have proposed various methods by the approximation

of the indefinite integral

(2.1) f(2) = fan) + / " P,

using Newton Cotes formulae of order zero and one. We approximate, here
however the integral (2.1) by rectangular rule at a generic point Az+(1—X)z,
with the end-points z and z,. We thus have:

/x POt = (@ — 2) 'O + (1= Nz,
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this gives

(2.2) —f(zn) = (2 = 2a)(f'(20) + A& = 20)* f" (20))-
From (2.2), we have:
f(zn) [ (zn)
f2(zn) = Af(zn) [ (20)
From (2.3), for A = 0, we have Newton’s method and for A = %, we have

Halley method.
This formulation allows to suggest many one-step, two-step and three-

(2.3) T =z, —

step methods. We suggest here, however the following two-step methods:

Algorithm 2.1. For a given initial guess xq, find the approzimate solution

by the iterative scheme:

. f(fl?n)f/(il?n)
(24) I I T R ) = M () [ ()
R (€7
(2.5) Tn1 = Yn f’(yn)'

Algorithm 2.1 can further be modified by using an approximation for

f'(y,) with the help of Taylor’s expansion.

Let y, be defined by (2.4). If we use Taylor expansion of f'(y,):
f/(yn) = f,<xn) + f//(xn)(yn - ZL‘n),

(where the higher derivatives are neglected) in combination with Taylor

approximation of f(yy):

FWe) = Fa) + 5 (= ) + 57" 0) (i — 72)"

we can remove the second derivative and approximate f'(y,) as:

(26) P =2 | PELZIE p

Yn — Tn

then Algorithm 2.1 can be written in the form of the following algorithm:
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Algorithm 2.2. For a given initial guess xq, find the approzimate solution

by the iterative scheme:

. f(@n) f'(zn)
(2.7) In = TR Y = A (@) 7 (@n)

f(yn)
(2.8) Tyl = Yn — )
f(yn) — f() )
2|: U — Tn :|_f(xn)

3 Convergence Analysis

Let us now discuss the convergence analysis of the above mentioned algo-

rithms.

Theorem 3.1. Let a € [ be a simple zero of sufficiently differentiable
function f : I C R — R for an open interval 1. If xq is sufficiently close to

«, then the algorithm 2.1 has sixth order convergence for \ = %

Proof: Let a be a simple zero of f and z,, = a + ¢,,.By Taylor’s expansion

we have:

(3.1) f(z,) = f'(a)(en + cae® + czed + cuet + csed + ceel) + O(e!)

(3.2) f(zn) = f'(@)(1 + 2cae, + 3cze + deged + Seset 4 6ege’ ) + O(eb),

(3.3)  f"(zn) = f'(a)(2cy + 6c3e, + 12¢4e2 + 20cs5€? + 30cses) + O(e2)
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Using (3.1), (3.2) and (3.3) in (2.4), we have:
(3.5)  Yp =+ (c2 — 2\ca)e? + (2c3 + 8Ac3 — 6Acs — 4N%c — 2c2)el +

+(28X\2¢5 + 4¢3 4 38Acacs + ey — 26 — 8APc3 — 24\ cocs—
—Teaes — 12)¢q)ed + (166csAcs — 8ch + 4des — 4802 cacy+
+42Xc3 + 68)Acacy — 1320%¢; — 720 caes + 20c3cs — 16X 5+
+80M\3¢) — 36A2¢2 — 10cycq + 216M%cies — 20Acs + T6Ach — 6¢2)ed +
+(5eg — 13cocs — 1Tezeq + 106Acocs + 144N czeq — 30Acg
+16¢5 + 33cyc2 + 28¢cy — 52cics — 208cHA—

—338\cacs — 280c3Acy + 606c3Ncs — 1440 cseq+
+540X\%cic + 404X2coey — 123607 Coes — 144\3chey+
+856A%cics — 80N cacs — 2163 cacs — 1920 cles+
+516\2cach — 496X3c5 + 208\ — 320°¢c3)el + O(el).

By Taylor’s series, we have
(3.6)

flyn) = f'(@)(—c2(2X — 1)e2 + (8Ac3 + 2¢3 — 6Acg — 4\ c3 — 2¢3)ed +
+(322%¢3 — 24N%coc3 — N33 — Tegez — 12Xy + 38Acac3—
—30Ac3 + 3cq + 5ed)et + (—T2M3c3e3 + 24c¢3¢3 — 10ca04—
—172)\20‘21 — 60§ + 68\cacy — 48)\%cycy — 20)cs + 96/\3cg—

1264+ 240022cs + 42X + 100AE + des — 16MAcA—
—36A2c2 — 186c3Ac3)ed) + O(eb).

By Taylor’s series, we have:
(3.7)  Fyn) = f(a)(1 + 2ca(—2Acz + c2)€2 + 2¢a(8Ac5 + 2¢3 — 6Acz—

—4X2c2 — 2¢3)e3 4 (2c2(38)cacs — 24N cocs — 120¢y — Teoes + 3cq—

—26c3 — 8X3c5 + 28023 4+ 4cd) + 3es(—2Mep + ) )et+
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+(2(80X\3¢; — T2X\3ce3 — 10cacy + T6AC; — 36023 — 20\es+
+68Acacy — 1601, + des + 21602 caes + 42Mcs — 132025+
420c3¢3 — 8¢5 — 166c3Ac3 — 48\2cacy — 63 )cy + 6(—2Aco+
+¢) (85 + 2¢3 — 6Acz — 4N%c; — 2¢3)cz)el) + O(e?),
Using (3.5), (3.6) and (3.7) in (2.5), we have:

(3.8) Tpi1 =+ (c3 +4X%c3 — 4NC))el + (240%Cacs — 4c; + desca+

+16X%c; — 20e3Ac; — 4002 ¢y + 24)¢5)e’ + (—30Ac—
—13coc5 — 17c3c4 + 106Acocs + 144 e3¢y — 192)\40303—
—216X\%coc; + 38¢h + 4lcacs + 40cieq — 93chcs + 972N ch—
—396)c5 — 864\°ch + 304\1c) — 3207 — 386Acaci+
+500\%cacy — 1824M%ces + 908Ncaes — 144N eyt
+612X\2cico — 144\3chey + 112003 ey — 352Acaes—
—80\%cqcs + 5eg)ed + O(el),
thus, for A = %, we have:

Tpi1 = a+ (—=7c¢5 — 10c6 + 33c5cz — 26c9¢% — 29¢5¢4 + 20c905+

3.9
(3.9) +19¢3¢4)e8 + O(el)
or
(3.10) eni1 = (=7c5 — 10c6 + 33cics — 26¢9¢% — 29¢5¢4 + 20c905+

+19¢c3¢4)el + O(el).

Thus, we observe that the algorithm 2.1 has sixth order convergence for

A=1

2
Theorem 3.2. Let o« € I be a simple zero of sufficiently differentiable

function f : I C R — R for an open interval I. If xq is sufficiently close to

a, then the algorithm 2.2 has fifth order convergence for A\ = %
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Proof. Let a be a simple zero of f and z,, = a+e¢,. By Taylor’s expansion,

we have:

(3.11)  f(m,) = f(@)(en + o€ + csed + cyet + csed + ceel) + O(el)
(3.12) f'(zn) = f(a)(1 + 2coe, + 3cze? + dege? + Seset + 6ege?) + O(eb),

(3.13)  f"(zn) = f'(a)(2cy + 6c3e, + 12¢4e? + 20cse? + 30cser) + O(e2).
where

(k)
(3.14) cp = (%) ff/(éo)o,k:l?),... and e, =z, — .

Using (3.1), (3.2) and (3.3) in (2.7), we have:

Yn = a + (cg — 2Xca)e2 + (2c3 + 8Ac5 — 6Acs — 402 c5 — 2¢5)ed +
+(28)M2¢3 + 4c3 + 38Acacs + 3¢y — 260ch — 8N3c3 — 24N\ coc3—
(3.15) —Teges — 12X eq)et + (—166c3Mc; — 8¢y + 4es — 48N%cocy+

4202 + 68\cacy — 1320%¢) — T203¢2es + 20c3¢2 — 16M ¢+
+80A3¢; — 36A%c2 — 10cycy + 216M%cacs — 20Acs + T6Ac; — 6c3)e> + O(el).

By Taylor’s series, we have:
f(yn) = fl(@)(—ca(2X — 1)e2 + (8A2 + 2c3 — 6Acz — 4N — 2c2)ed +

(3.16) +(320%c3 — 24X\%cocs — 83y — Teacs — 120¢y + 38Acacz—

—30Acs + 3cy + 5ed)er + (=T2\3ches + 24csc; — 10cycy—
—1720%¢) — 63 + 68Acacy — 48X %cocy — 20Acs + 96N *cy—
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—12¢5 + 240\%Caes + 420c5 + 100Ac; + 4es — 160 ey —
—36)\%c; — 186¢3)c5)ed) 4+ O(eb).
By using (3.1), (3.2), (3.5) and (3.6) in (2.6), we have:

f/(yn) = f/(oz)(l + (—4Xc3 — c3 +2c3)e? + (—4c3 — 2c4 + 16Aci—
16Acacs + Geacs — 8A%cs)el + (—160°c; — 28)\cacy — 35—
48)\2cies + 56A%cy + 84Acaes — 12Ac3 + 8¢ + 4c; + 8cacy—
16c3c5 — 52Xc3)ed + (6cg — 24czcy — 16¢9c5 + 252Ncz¢4+
(3.17) 168Acacs — 60Acs — 4320 °cocs — 384N chcs + 56caca+
46c5cs — 106csc3 + 124807 ¢ — 464\ — 1216M\%ch+
480N ch — 64N°ch + 1184Acaes + 808N\ cocy — 2664N\% ez —
604\cacs — 288\ czcy + 1080\ caco — 288N cheq+
1856A%cics — 488\cicy — 160M\%cocs + 40c5)e?) + O(ef),
Using (3.5), (3.6) and (3.7) in (2.8) , we have:
Tpi1 = a+ (2Xcacs — cac3 + 4N2A3 — AN + c3)et + (—2cqc4
(3.18) +8c3¢5 + 36)\2chcs — 4cy — 36Ac5cs + 240¢; — 2¢3

+16A%¢; — 40M%c; + 6Ac; + 4heacy)el + O(el),

thus, for A = %, we have:
(3.19) Tpy1 = a+(—c3c3+c3)ed + 0(el),
(3.20) orepyr = (—cscs+c3)ed +0(ed).

Thus, we observe that the algorithm 2.2 has fifth order convergence for
A=1

5-
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4 Numerical examples

We consider here some numerical examples to demonstrate the performance
of the new developed two-step iterative methods, namely algorithm 2.1 and
2.2.We compare the classical Newton’s method (VM), the method of Grau
(GM)[7] and the new developed two-step method algorithm 2.1 (M N6) and
algorithm 2.2 (M N5), in this paper. All the computations are performed
using Maple 10.0. We take €= 107! as tolerance. All the values are
computed using 128 significant digits.

The following criteria is used for estimating the zero:
(i) 0= |Tpy1 —ap| < €
(i) [f (@a)| <€

The following examples are used for numerical testing:

Examples Exact Zero

fi = %+ 42* — 15, a = 1.6319808055660636,
fo = xe”” —sin®(z) + 3cos(z) + 5, a = —1.207647827130919,
f3 =sin(z) — %x, a =0,

fo=10ze™ " —1, a = 1.67963061042845,
f5 = cos(z)—uz, a = 0.73908513321516067,

fo = sin®*(z) — 2 +1, o = 1.4044916482153411,
fr =e"" 4 cos(z), a = 1.74613953040801241765.

For convergence criteria, it was required that ¢, the distance between
two consecutive iterates was less than 107! n represents the number of
iterations and f(x,), the absolute value of the function. The numerical

comparison is given in Table 4.1.
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Ji,00 =2
NM
GM
M6
M5

fa, 20 = —0.2
NM
GM
M6
M5

f3,00=10.5
NM
GM
M6
Mb
fa, 20 =18
NM
GM
M6
Mb

J5,m0 =1
NM
GM
M6
Mb

Nazir Ahmad Mir, Nusrat Yasmin, Naila Rafiq

W W w o

W W W ot

W W W ot

8.23e-54
1.00e-126
0
0

2.60e-48
1.20e-126
1.10e-126
1.10e-126

1.17e-54
0
0
0

5.94e-29
1.00e-127
1.00e-127
4.00e-128

1.51e-41
0
0
0
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fe, 0 =0.2

NM 13
GM
M6
M5

Jr, w0 =2
NM
GM
M6
M5

Table 4.1.

W W w ot

5 CONCLUSION

f(xn)

2.90e-44
1.00e-127
2.91e-105
1.00e-127

2.67e-42
4.00e-128
4.00e-128
4.00e-128

43

From Table 4.1, we observe that our two-step iterative methods of conver-

gence orders five and six are comparable with the sixth order method of M.

Grau, J.L. Diaz-Barrero[7] and in many cases gives better results in terms of

the function evaluation f(z,).The computational efficiency of the methods

described in this paper is better than the efficiency of most of the other

methods defined in the literature. For algorithm 2.1 with convergence order
6, the computational efficiency is 65 = 1.430969 and for algorithm 2.2 with

convergence order 5, the computational efficiency is 51 = 1.495349.
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