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SOME RESULTS ON A GENERALIZED w-JACOBI TRANSFORM
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We introduce a generalized w-Jacobi transform and obtain images of certain functions under
this transform. Moreover, we define a new probability density function (pdf) involving this
new generalized w-Jacobi function. Some basic functions associated with the pdf, such as
characteristic function, moments and distribution function, are evaluated.
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1. Introduction. Debnath [1] introduced the Jacobi transform of a function g(x)
defined in —1 < x < 1 by the integral

1
Jato) = [ =01+ PP (x)g(xdx, 1.

where P,(f"ﬁ) is the Jacobi function of degree n and orders (> —1) and S(> —1). Kalla

et al. [3] have studied the integral

v,0,p

1
b :J (1-x)%(1+x)P PSP (x)dx, (1.2)
-1
with Rea,Reb > —1 and Pé‘x‘B) is the Jacobi function, where
PP (x) =

(x+1), (—U,u+2\_1—x)’

Totn — (1.3)

x+1 ' 2

A =«x+pB+1, and »F; is the classical Gauss hypergeometric function and its partial
derivatives with respect to a and b. These results were extended by Sarabia [5] using
the following integral,

1
[eber _ f 1(1 —x)%(1+x)PPSPP) () dx, (1.4)

v,

where P“P“P)(x) is the generalized Jacobi function defined as
+1 -0, 0+A,c 1-
Péa,B,c,p) (x) = (x v < . X)’

To+1)¥?

x+1l,p ’ 2 (1.5)

with Re(p —c— ) > 0 and 3 F; is generalized hypergeometric function [2].
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Moreover, Sarabia and Kalla [6] defined and studied the generalized Jacobi transform
as

1
TR L0000 = [ (=208 (14x) PP () £ (x)dx, (1.6)

for continuous or sectionally continuous f on [—1,1]. A number of integral transforms
and their applications are given in [1, 7].
Throughout this sequel, we will use the following relation:

1 1
J (1—t)”(1+t)Mdt:2"+m“J YY1 -y)"dy =2 B+ 1, m+1). (1.7)
-1 0

Further, we consider w-Kampe de Feriet function of two variables in the following
form:

11 (@), 1 (by), T (T(ci+ ws) /T(ci)) (1.8)

x (1.9)
© .H (ai)r+s.n (bi)r.n (Ci)s ¥ A,S
_ Z i=1 i=1 i=1 x ¥y Ixl, 1v] <1
l m n r! s’ ’ ’
7.5=0 11:1 (al)r+sil:[1(ﬁl)ril:[1(y1 s

In Section 2, we obtain images of certain functions under our generalized w-Jacobi
transform. We introduce and study a new probability density function (pdf) involv-
ing the generalized w-Jacobi function in the third section. Finally, we establish some
functions associated with this pdf, such as its distribution function, survival function,
characteristic function, and some other basic moments. It is interesting to observe that
several results, including the formulas obtained by Sarabia and Kalla [6] follow as spe-
cial case of our results in this work.

2. Generalized w-Jacobi transform. Let f be defined as before, then the generalized
w-Jacobi transform of f(x) is defined as

1
T L eo0l = [ Q=00 PP (o f () dx, @)

w; o,
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where PSP“P) (x) is the generalized w-Jacobi function defined as

x+1), w (—0,0+A,c 1-x
P (o) = (XD R, (0 12X,

Tw+1)° +1,p ' 2 (2:2)

and 3ﬁ2 is the generalized w-Gauss hypergeometric function defined in [4, equation
(1.9)]:

w (ay,az,as, o I'(a2 + wk)(a1); (az); y*
R ( 42,43, , ) S 2.3
22\ by,by go [(b1+wk)(b2), k! —

where a is defined to be I'(a + wk) /T(a).
For w =1, (2.1) reduces to (1.6) which has been studied in [6]. In addition, if ¢ = p,
(2.1) reduces to usual Jacobi transform [1].
Now we obtain images of some functions under the generalized w-Jacobi transform.
(1) For f(x) =1, we have

1
JEbery y] = J (1-x)%(1+x)P PP (x)dx

w;x,B
(2.4)
~(x+1)y J b
“Tr ) ; ZBk (1-x)%(1+x)"dx,
where
B, = INa+1) T(v+A+wk) (—0)r(Cc)k 2.5)
KT I(x+1+wk) T(v+A) (p)kk! '
Using (1.7), we get
ab.ep _24hHlB(a+1,b+1)(x+1)y © (fu,u+2\,c,a+1_ )
Juge 11201 = I'(v+1) Rs a+1,p,a+b+?2’ (2.6)
where
w (—0,u+A,c,a+l \ < (a+1)iBi
4 3(¢x+1,p,a+b+2’ )_ g (a+b+2); (2.7)
(2) For f(x) =In(1-x), we have
1
JansP [In(1-x),0] = Lln(l —x) (1 =) (1+x)P PP P (x) dx
0
= @L’Z‘ffép[l,u] (2.8)
ab.ep 20+b+1B(a+ 1, b+ 1) (x+ 1)y —
= (In2)Jg g 1,01+ TorD) goDk,
where
Dy = VKB k) S par b ks 2)). (2.9)

(a+b+2),
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In similar way we have, for f(x) =In(1+x),

1
Javb'c'p[ln(l +x)’u] = J ln(l +X)(1 *X)u(l +X)bpli)o;(bﬁyc‘p)(x)dx
-1

w;o,B

- aiJ“'b'C'”[l,u]

b~ wiB

abcp (2.10)
= [1n2+(ll(h+1)]fw':&,é [1,0]
a+b+1 ©
_2 Bla+1,b+1)(x+1), Zlk,
I'(o+1) o
where
_ (a+1)gBy
Ly = 7(a+b+2)kw(a+b+k+2). (2.11)
(3) For f(x) =In((1-x)/(1+x)), using (2.8) and (2.10), we have
1-x
Ji’ff;f,;”[ln(m),u] = (b+1) x Jui T1,0]
20+b+1B(a+1,h+1)(x+1)y — (a+1)Bx
) NOESY 2 (arp o) V@rkeD:
(2.12)
(4) For f(x) = (1 -x)4(1+x)E, we have
JanSP (1 =2)2 (1 428,01 = Joiad ™7 [1,0]
_2arATbEBHIB(a+ A+1,h+B+1) (ax+1)y
a T(o+1) (2.13)
w ( -U,0+Ac,a+A+1 )
43 x+1,p,a+A+b+B+2"" )’
(5) For f(x) = P((u}?}f'd'q) (x), we have
abcprn(y,0,daq) -~ 2a+h+13(a+ 1L,b+1)(x+ 1)U(y+1)u
Jag [P (x0),0] = T+ DI(u+1)
W 44 a+1; —v,0+A,¢c; —u,u+n,d (2.14)
><R1’2'2( ;1,1),
TN a+b+2; a+l,p; y+1,q9
wheren=y+46+1 and
a+1; —v,u+A,¢c; —u,u+n,d ©
ﬁ%‘i’%( — ;1,1> -y @t Dne oy vp, @215)
N\ a+b+2; x+1,p; y+1,q w0 (@D +2)nik
with By given by (2.5) and
_ Iy+D)  Tu+ntwn) (—p)n(dn
" T(y+1l+wn)  T(u+n) (@)nn! (2.16)

o 2 E[X?] - (E[X])%.
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REMARK 2.1. Letting w =1 in previous results, we get same results presented in [6].

3. Generalized w-Jacobi random variable. Recently statistical distributions and
their generalizations have played a significant role in application of applied statistics
and reliability theory. In this section we define our w-Jacobi random variable and its
pdf, then we derive some basic functions associated with this density function.

3.1. The probability density function. In a recent paper of Sarabia and Kalla [6], the
following pdf has been studied:

. (1-x)%(1+x)P (—u,u+2\,c_1—x>
M) = pesiBar 1L+ DR w1, g )= G
where
-v,u+A,c,a+1
R:4F3((x+1,p,a+b+2' ) (3.2)

In the present paper, we introduce a generalization of (3.1) in the form given by
(3.3). Using the condition f,ll g(t)dt = 1, we obtained the pdf of a random variable X
associated with (1.2) to be given by

9(xX) = ggag™ ()
e . Code 1o (3.3)
_ (1-x)%(1+x) w3ﬁ( U,U;— ,C;lTx)xl[—1<x<1,
2a+b+1B(a+1,b+1)R &+Lp
where
w w —U,U+)\,C!a+l_
R=4 3(L+Ll%“+b+2’ ) o

3.2. Some statistical functions. The aim of this section is to obtain some basic func-
tions associated with the pdf g(x), such as the population moments, the cumulative
distribution function (cdf), and the survivor function.

3.2.1. The survivor and distribution functions. We derive the cdf G(x) of the ran-
dom variable X after computing its survivor function S(x).

THEOREM 3.1. The survivor function S(x) of the random variable X is given by

1-x

((1—x)/2)’1+1 - a+1; —v,0+A,c; —b; 5
R 1—x . (3.5)
(a+1)B(a+1,b+1)R a+2; x+1,p; —;T

o~

S(x) =
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PROOF. Using (3.3) the survivor function S(x) of X becomes
1

S(x)2P(X=2x) = J gt)dt
X

(1-x)/2 ad (1-x)/2
ZZI g(1-2y)dy = Z (kaj “*"(l—y)"dy>
0 k=0

Bla+1, b+1)

= —w ZB(I—x)/Z(a+k+1,h+l)XBk,
B(a+1,b+1)R k=0

(3.6)
where By (a,b) is the incomplete beta function [2].
X a
_ a1 _ b _ X7 a,1 _b. )
Bx(a,b)—JOy (1-y)’dy a2F1<a+1 x|, a,b>0,0<x<1, 3.7)
and »F; is Gauss hypergeometric function. Using this and (1.8) we get
_ a+1 00 _ _ n+k
S(x) = ((1-x)/2) _ (a“‘;)vwk( b|)n(12X> « By
(a+1)B(@+1,b+1)R nieo A+ 2k 1!
((1736)/2)qul 1,3,1 a+li —v,0xd.¢; =b; 1Tx o
- wRIZO 1-x ’
(a+1)B(a+1,b+1)R a+2; x+1,p; —; -
which completes the proof. O
Using the previous result, the cdf G(x) can be expressed as
X 1 1
G(x)éP(sz):J g(t)dtzj g(t)dt—J gt)ydt =1-S(x). (3.9)
-1 -1 X

3.2.2. Population moments. In this subsection, we begin by evaluating the charac-
teristic function, then we obtain the basic moments, such as the moment generating
function, kth moment, and the mean. The following result will be used in obtaining the
basic moments.

THEOREM 3.2. For any A,B > 0,

24*BB(a+ A+1,b+B+1)
B(a+1,b+ 1)R

E[A-X)21+X)8] =

(3.10)
y ﬁ < —u,u+A,c,a+A+1 )
473 x+1,p,a+A+b+B+2’
and, in particular,
2"B(a+n+1,b+1) w (fu,u+/\,c,a+n+1 )
_ ny _ _— .
E[1-X)"] X 4Rs o<+1,p,a+n+h+2'1 (3.11)

w
B(a+1,b+1)R
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PROOF. Using (1.2) and (1.4), for K = (24*P*1B(a+1,b + 1)%)*1, we have

1
E[1-X)"(1+X)8] :J l(l—t)A(1+t)Bg(t)dt

1 w (—u,u+A,c 1—
_ _ ya+A b+B
—KJ_ (1-1) (1+1) 3R2( x+1p ; > )dt

=K Z j (1 )a+A+k(1+t)h+Bdt

:Kz2“*A+b+B*IB(a+A+k+1,b+B+1)><Bk
k=0

24 BBla+A+1,h+B+1) &  (a+A+1)iB

a S (@+A+b+B+2)y

w
B(a+1,b+1)R

2A+BB(a+A+1 b+B+1) E( —v,u+Ac,a+A+1 1)
x+1,p,a+A+b+B+2’

B(a+1,b+1)R

(3.12)
which completes the proof. O
Now we state and prove our main theorem.
THEOREM 3.3. The characteristic function of X, for any real t, is given by
eit  w, 30 a+1; —v,u+A,c; —
Px(t) = & xR! 2'0( ;1,—2it). (3.13)
R "\a+b+2; x+1,p; —
Its moment generating function of X, for any real T, is
et w3, /atl;—u, v+A,c
MX(T) = UXRIZQ( 1,—2T>, (3.14)
R ’ a+b+2; x+1,p; —

and its vth moment is

ol (r) 2@t a0 (cv0tdcatntl
E[X]_ﬁg()(") (a+b+2)y X4R3((x+1,p,a+n+b+2’l)’ (3.15)
E[X"] 1T (x+1) i (a+Dnx Tr+1) T(v+A+wk) (—0)r(c)g (=2)"

RIOV+A) o @+b+2)n T(r+1-n) I(a+1+wk) (plkk!  n!

(3.16)

SPECIAL CASE. The mean, expected value of the random variable X is given by

— Yy A! ’ 2
(a+b+2)R —
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PROOF. We have

@x(t) 2 E[e!™] = E[e?t1-U-XD] Z (= ‘t)n E[(1-X)"]; (3.18)

using (1.8) and (3.11),

[

(t),e_”z (=2itH)" (a+1), w <—u,u+?\,c,a+n+1_ )
A Rao ™ (a+b+2)," \a+l,p,atn+b+2’
et & (@t (=2it)"
T w X B
R nkzzo (@a+b+2)p  nl k (3.19)
it @ a+1; —v,0+A,c; —
= ew Ri; ( ;1,—2it>.
R a+b+2; x+1,p; —

Observing that, with T = it in (3.13), we get moment generating function of X. Indeed

T a+1; —u,u+A,c; —
Mx(T) 2 E[e™] = %xﬁ’i;i;g( ;1,*2T>. (3.20)
R

a+b+2; x+1,p; —

To obtain the »th moment, we notice that for positive integer v,

E[X"]=E[(1-(1-X))" Z( )( D"E[(1-X)"]; (3.21)
using (3.11),

1« (-2)"(a+1), @ (—v,u+Ac,a+n+1

} g 2 (n) Tarpron () e} G

Now since the mean, expected value of the random variable X is a special case of this
moment, namely, the mean is the 1st moment,

E[X]=1-E[1-X]=1-

2(a+1) X4ﬁ>3<—u,u+2\,c,a+2_ ) (3.23)

(a+b+2)R atlp,a+b+3

which completes the proof. O

Similarly, we can obtain the variance of the random variable X, 0';2(, using (3.15) with
k = 2, besides (3.17), since it is defined as

2

0% 2 E[X?] - (E[X])". (3.24)

REMARK 3.4. Letting w = 1 in the previous theorem, we get the results presented
in [6].
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