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We study the dynamical analogue of the matrix algebra M(n), constructed from a dy-
namical R-matrix given by Etingof and Varchenko. A left and a right corepresentation of
this algebra, which can be seen as analogues of the exterior algebra representation, are
defined and this defines dynamical quantum minor determinants as the matrix elements
of these corepresentations. These elements are studied in more detail, especially the ac-
tion of the comultiplication and Laplace expansions. Using the Laplace expansions we
can prove that the dynamical quantum determinant is almost central, and adjoining an
inverse the antipode can be defined. This results in the dynamical GL(n) quantum group
associated to the dynamical R-matrix. We study a ∗-structure leading to the dynamical
U(n) quantum group, and we obtain results for the canonical pairing arising from the
R-matrix.

Copyright © 2006 Hindawi Publishing Corporation. All rights reserved.

1. Introduction

Dynamical quantum groups have been introduced recently by Etingof and Varchenko
[12], see the review paper by Etingof and Schiffmann [10] for an overview and references
to the literature, and related algebraic structures have been studied by Lu [26], Xu [38] in
the context of deformations of Poisson groupoids, and by Takeuchi [36]. Brzeziński and
Militaru [4] compare the various constructions of [26, 36, 38]. In this paper we stick to
the definition of Etingof and Varchenko [12] with a slight modification as in [20]. In order
to keep the paper self-contained as much as possible we recall the definition in Section 2.
We also recall the FRST-construction associated to a solution of the dynamical R-matrix,
which gives a wealth of examples, and which we consider explicitly for the trigonometric
R-matrix in the gl(n)-case.

It is well-known that quantum groups have a natural link with special functions of
basic hypergeometric type, and in [20] it is shown that this remains valid for the sim-
plest example of a dynamical quantum group associated to the trigonometric R-matrix
for SL(2) and in [22], see also [21], for the elliptic R-matrix for SL(2) giving a dynamical
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quantum group theoretic interpretation of elliptic hypergeometric series. In particular,
[20] gives a dynamical quantum group theoretic interpretation of Askey-Wilson and q-
Racah polynomials having many similarities to the interpretation of these polynomials on
the (ordinary) quantum SL(2) group using the twisted primitive elements as introduced
by Koornwinder [24], see also [18, 30]. This naturally suggests a link between these two
approaches, and the link is established by Stokman [35] using the coboundary element
of Babelon et al. [2], a universal element in the tensor product of the quantized universal
algebra. This element also has a natural interpretation in the context of twisted prim-
itive elements as shown by Rosengren [33]. However, the coboundary element is only
known for the sl(2)-case, but there are conjectures about its form for the sl(n) case; see
Buffenoir and Roche [5]. The notion of twisted primitive elements of Koornwinder [24],
and especially its generalization to coideals, has turned out to be enormously fruitful for
the interpretation of special functions of one or many variables as spherical functions on
quantum groups or quantum symmetric spaces; see, for example, [7, 9, 25, 29, 32].

As one of the highlights of the application of Lie theory to special functions we men-
tion the group theoretic derivation of the addition formula for Jacobi polynomials as
obtained by Koornwinder [23] by working on the symmetric space U(n)/U(n− 1) and
establishing the spherical and associated spherical elements in terms of Jacobi polynomi-
als; see also Askey [1, Lecture 4] for a nice introduction. In the case n = 2 this gives the
addition formula for Legendre polynomials. For q-analogues of addition formulas for
the Legendre polynomials see the overview [19]. In the quantum group setting, Noumi
et al. [31] established the little q-Jacobi polynomials as spherical functions, and Floris
[14] calculated the associated spherical elements in terms of little q-Jacobi polynomials
and derived an addition formula. On the other hand, using the notion of coideals, Di-
jkhuizen and Noumi [9] established Askey-Wilson polynomials as spherical functions on
a quantum analogue of U(n)/U(n− 1).

In light of the above it is natural to ask for the spherical (and associated spherical)
elements on the dynamical quantum group analogue of U(n)/U(n− 1), and if a precise
link to special functions can be established. For this we need to study the dynamical U(n)
quantum group more closely, and in a previous paper [21] we have studied general as-
pects of dynamical quantum groups for this purpose. In case n = 2 the authors in [20]
show that the algebraic approach to quantum groups as discussed by Dijkhuizen and
Koornwinder [8] is applicable, and we expect this to hold true for general n. This paper
serves as a first step in this specific programme by defining the dynamical U(n) quantum
group and studying some of its elementary properties. In a future paper its corepresenta-
tion theory and (associated) spherical functions have to be studied.

The general theory provides us with a dynamical analogue of the algebra of functions
on the space of n× n-matrices. In Section 2 we recall the algebraic notions and FRST-
construction of Etingof and Varchenko [11, 12], see also [10], and this gives an explicit
presentation by generators and relations for this dynamical analogue. In order to make
this into a dynamical quantum group, we need to equip (a suitable extension) of this al-
gebra with an antipode. For this purpose we study the dynamical analogues of the minor
determinants, which are introduced as matrix elements of corepresentations which are
analogues of the natural representation in the exterior algebra. There exist a left and right
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corepresentation, and we show that the matrix elements, that is, the dynamical quan-
tum minor determinants, are equal using an identity for Hall-Littlewood polynomials.
In particular, this gives a dynamical quantum determinant. This is done in Section 3. In
Section 4, we continue the study of these dynamical quantum minor elements and we
discuss the appropriate analogues of the Laplace expansions. In Section 5 we show how
the Laplace expansions imply that the dynamical quantum determinant is almost central,
and localizing we find the dynamical GL(n) quantum group for which we give an explicit
expression for the antipode. The treatment of dynamical quantum minor elements, the
Laplace expansions, and the extension to an h-Hopf algebroid is very much motivated
by the paper by Noumi et al. [31]. We also introduce a ∗-structure, so that we obtain
the dynamical U(n) quantum group in Section 6. Finally, in Section 7 we study the natu-
ral pairing, as introduced by Rosengren [34], see also [21], for the case of the dynamical
GL(n) quantum group and the dynamical U(n) quantum group.

2. The dynamical analogue of the matrix algebra M(n)

In this section we give the general definitions of the theory of dynamical quantum groups
and we recall the generalized FRST-construction. To define the h-bialgebroid �R(M(n))
we apply this construction to a solution of the quantum dynamical Yang-Baxter equation
(QDYBE).

Let h be a finite dimensional complex vector space, viewed as a commutative Lie alge-
bra, with dual space h∗. Let V =⊕α∈h∗Vα be a diagonalizable h-module. The quantum
dynamical Yang-Baxter equation is given by

R12(λ−h(3))R13(λ)R23(λ−h(1))= R23(λ)R13(λ−h(2))R12(λ). (2.1)

Here R : h∗ → End(V ⊗V) is a meromorphic function, h indicates the action of h, and the
upper indices are leg-numbering notation for the tensor product. For instance, R12(λ−
h(3)) denotes the operator R12(λ− h(3))(u⊗ v⊗w)= R(λ− μ)(u⊗ v)⊗w for w ∈ Vμ. An
R-matrix is a solution of the QDYBE (2.1) which is h-invariant.

In the example we study, we identify h∼= h∗ ∼= Cn and take V an n-dimensional vector
space with basis {v1, . . . ,vn}. The R-matrix R : h∗ → Endh(V ⊗V) we consider is given by

R(λ)= q
n∑

a=1

Eaa⊗Eaa +
∑

a<b

Eaa⊗Ebb +
∑

a>b

g
(
λa− λb

)
Eaa⊗Ebb +

∑

a�=b
h0
(
λa− λb

)
Eba⊗Eab,

(2.2)

where λ= (λ1, . . . ,λn), Eab ∈ End(V) such that Eabvc = δbcva and the meromorphic func-
tions h0 and g are given by

h0(λ)= q−1− q

q−2λ− 1
,

g(λ)=
(
q−2λ− q−2

)(
q−2λ− q2

)

(
q−2λ− 1

)2 .

(2.3)
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Etingof and Varchenko [12] obtain this R-matrix as the exchange matrix for the vector
representation of GL(n), and this R-matrix also fits in Isaev [16] and in particular in
the discussion in Hadjiivanov et al. [15]. In the last two references, the corresponding
matrix PR(λ), where P denotes the flip a⊗ b �→ b⊗ a, is considered, which then satisfies a
dynamical analogue of the braid relation.

2.1. h-Hopf algebroids and the generalized FRST-construction. We recall the definition
of h-Hopf algebroids, the algebraic notion for a dynamical quantum groups, and the
generalized FRST-construction.

Let h be a finite dimensional complex vector space, with dual space h∗. Denote by Mh∗

the field of meromorphic functions on h∗. For α∈ h∗ we denote by Tα : Mh∗ →Mh∗ the
automorphism (Tα f )(λ)= f (λ+α) for all λ∈ h∗.

Definition 2.1. An h-algebra is a complex associative algebra � with 1 which is bigraded
over h∗, �=⊕α,β∈h∗ �αβ, with two algebra embeddings μl, μr : Mh∗ →�00 (the left and
right moment map) such that μl( f )a = aμl(Tα f ), μr( f )a = aμr(Tβ f ), for all f ∈Mh∗ ,
a∈�αβ.

A morphism of h-algebras is an algebra homomorphism which preserves the bigrading
and the moment maps.

Let � and � be two h-algebras. The matrix tensor product �⊗̃� is the h∗-bigraded
vector space with (�⊗̃�)αβ =

⊕
γ∈h∗(�αγ ⊗Mh∗ �γβ), where⊗Mh∗ denotes the usual ten-

sor product modulo the relations

μ�
r ( f )a⊗ b= a⊗μ�

l ( f )b, ∀a∈�, b ∈�, f ∈Mh∗ . (2.4)

The multiplication (a⊗ b)(c⊗ d) = ac⊗ bd for a,c ∈� and b,d ∈� and the moment
maps μl( f )= μ�

l ( f )⊗ 1 and μr( f )= 1⊗μ�
r ( f ) make �⊗̃� into an h-algebra.

Example 2.2. Let Dh∗ be the algebra of difference operators acting on Mh∗ , consisting of
the operators

∑
i fiTβi , with fi ∈Mh∗ and βi ∈ h∗. This is an h-algebra with the bigrading

defined by f T−β ∈ (Dh∗)ββ and both moment maps equal to the natural embedding.
For any h-algebra �, there are canonical isomorphisms � ∼=�⊗̃Dh∗ ∼= Dh∗⊗̃�, de-

fined by

x ∼= x⊗T−β ∼= T−α⊗ x, ∀x ∈�αβ. (2.5)

The algebra Dh∗ plays the role of the unit object in the category of h-algebras.

Definition 2.3. An h-bialgebroid is an h-algebra � equipped with two h-algebra homo-
morphisms Δ : �→�⊗̃� (the comultiplication) and ε : �→Dh∗ (the counit) such that
(Δ⊗ Id) ◦Δ = (Id⊗Δ) ◦Δ and (ε⊗ Id) ◦Δ = Id = (Id⊗ε) ◦Δ (under the identifications
(2.5)).

For the definition of the antipode we follow [20].
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Definition 2.4. An h-Hopf algebroid is an h-bialgebroid � equipped with a C-linear map
S : �→�, the antipode, such that S(μr( f )a)= S(a)μl( f ) and S(aμl( f ))= μr( f )S(a) for
all a∈�, f ∈Mh∗ , and

m◦ (Id⊗S)◦Δ(a)= μl
(
ε(a)1

)
, ∀a∈�,

m◦ (S⊗ Id)◦Δ(a)= μr
(
Tα
(
ε(a)1

))
, ∀a∈�αβ,

(2.6)

where m : �×�→� denotes the multiplication and ε(a)1 is the result of applying the
difference operator ε(a) to the constant function 1∈Mh∗ .

If there exists an antipode on an h-bialgebroid, it is unique. Furthermore, the antipode
is antimultiplicative, anticomultiplicative, unital, counital and interchanges the moment
maps μl and μr ; see [20, Proposition 2.2]. In Definition 2.4 the maps m ◦ (Id⊗S) and
m◦ (S⊗ Id) are well defined on �⊗̃�; see [21].

Example 2.5. (i) We can equip Dh∗ with an h-Hopf algebroid structure with comultiplica-
tion Δ : Dh∗ → Dh∗⊗̃Dh∗ ∼=Dh∗ being the canonical isomorphism, counit ε : Dh∗ → Dh∗

being the identity, and antipode defined by S( f Tα)= T−α ◦ f .
(ii) For an h-Hopf algebroid � with invertible antipode, the opposite and cooppo-

site are also h-Hopf algebroids. The opposite algebra �opp is the algebra � with oppo-
site multiplication. Then we equip �opp with an h-Hopf algebroid structure by defining
(�opp)αβ =�−α,−β, μ

opp
l = μ�

l , μ
opp
r = μ�

r , Δopp = Δ�, εopp = SDh∗ ◦ ε� and Sopp = (S�)−1.
The coopposite algebra �cop has the same algebra structure but μ

cop
l = μ�

r , μ
cop
r = μ�

l ,
(�cop)αβ =�βα and Δcop = P ◦Δ�, εcop = ε�, Scop = (S�)−1, where P is the flip operator.

Let λ �→ λ be a complex conjugation on h∗, and denote f (λ)= f (λ) for all f ∈Mh∗ .

Definition 2.6. An h-∗-bialgebroid � is an h-bialgebroid equipped with a ∗-operator,
that is, a C-antilinear antimultiplicative involution such that μl( f ) = μl( f̄ ) and μr( f ) =
μr( f̄ ), such that (∗⊗∗) ◦Δ = Δ ◦ ∗ and ε ◦ ∗ = ∗Dh∗ ◦ ε, where ∗ = ∗Dh∗ on Dh∗ is
defined by ( f Tα)∗ = T−ᾱ ◦ f̄ .

An h-Hopf ∗-algebroid is an h-Hopf algebroid that is an h-∗-bialgebroid and has an
invertible antipode. Then, see [20], S◦∗ is an involution.

Until this point we have seen only the example Dh∗ of an h-bialgebroid. The general-
ized FRST-construction provides many examples of h-bialgebroids from R-matrices; see
[10, 11, 13, 20]. We recall the construction and we apply the construction to the R-matrix
in (2.2) to obtain the main object of study for this paper.

Let h and Mh∗ be as before, let V =⊕α∈h∗Vα be a finite-dimensional diagonalizable
h-module, and let R : h∗ → Endh(V ⊗V) be a meromorphic function that commutes
with the h-action on V ⊗V . Let {vx}x∈X be a homogeneous basis of V , where X is an
index set. Write Rab

xy(λ) for the matrix elements of R,

R(λ)
(
va⊗ vb

)=
∑

x,y∈X
Rab
xy(λ)vx ⊗ vy , (2.7)
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and define ω : X → h∗ by vx ∈ Vω(x). Let �R be the unital complex associative algebra
generated by the elements {Lxy}x,y∈X together with two copies of Mh∗ , embedded as sub-
algebras. The elements of these two copies will be denoted by f (λ) and f (μ), respectively.
The defining relations of �R are f (λ)g(μ) = g(μ) f (λ), f (λ)Lxy = Lxy f (λ + ω(x)), and
f (μ)Lxy = Lxy f (μ+ω(y)) for all f , g ∈Mh∗ , together with the RLL-relations

∑

x,y∈X
R
xy
ac (λ)LxbLyd =

∑

x,y∈X
Rbd
xy(μ)LcyLax, (2.8)

for all a,b,c,d ∈ X . The bigrading on �R is defined by Lxy ∈�ω(x),ω(y) and f (λ), f (μ)∈
�00. The moment maps defined by μl( f ) = f (λ), μr( f ) = f (μ) make �R into an h-
algebra. The h-invariance of R ensures that the bigrading is compatible with the RLL-
relations (2.8). Finally the counit and comultiplication defined by

ε
(
Lab
)= δabT−ω(a), ε

(
f (λ)

)= ε
(
f (μ)

)= f ,

Δ
(
Lab
)=

∑

x∈X
Lax ⊗Lxb, Δ

(
f (λ)

)= f (λ)⊗ 1,

Δ
(
f (μ)

)= 1⊗ f (μ)

(2.9)

equip �R with the structure of an h-bialgebroid; see [11].

Remark 2.7. Hadjiivanov et al. [15] have introduced an analogue of the FRST-
construction involving dynamical R-matrices. They use the analogue of (2.8) in which
the R-matrices may be different, and where it is assumed that the R-matrix on the right-
hand side is nondynamical. In case the constant R matrix corresponds to a limit case
of the dynamical R-matrix by taking the limit λ→±∞ in the dynamical parameter, we
see that we can identify the matrix algebra of [15, 16] with the limiting case μ→ ±∞.
Note that Hadjiivanov et al. [15] do not equip their matrix algebras with a coalgebra type
structure.

2.2. The dynamical analogue of the algebraM(n). Now, we apply the generalized FRST-
construction to the R-matrix (2.2) in order to define the h-bialgebroid �R(M(n)). Let
X = {1, . . . ,n} and define ω : X → h∗ by i �→ ei, where ei is the ith unit vector of Cn. Let
h(λ)= q−h0(λ) where h0 is defined as in (2.3), so

h(λ)= q

(
q−2λ− q−2

)

(
q−2λ− 1

) . (2.10)

Definition 2.8. The h-algebra �R(M(n)) is the algebra generated by the elements ti j , i,
j ∈ {1,2, . . . ,n} together with two copies of Mh∗ , denoted by f (λ) = f (λ1, . . . ,λn) and
f (μ) = f (μ1, . . . ,μn), embedded as subalgebras. Then the defining relations are given by
f1(λ) f2(μ)= f2(μ) f1(λ),

f (λ)ti j = ti j f
(
λ+ω(i)

)
, f (μ)ti j = ti j f

(
μ+ω( j)

)
, (2.11)
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with f , f1, f2 ∈Mh∗ , together with the RLL-relations

h
(
μb−μd

)
tabtad = tadtab, ∀b < d,

h
(
λc− λa

)
tcbtab = tabtcb, ∀a < c,

tabtcd = tcdtab +
[
h
(
λc− λa

)−h
(
μb−μd

)]
tcbtad, ∀a < c, b < d,

g
(
μb−μd

)
tabtcd = g

(
λa− λc

)
tcdtab +

[
h
(
μd −μb

)−h
(
λa− λc

)]
tadtcb, ∀a < c, b < d.

(2.12)

The bigrading �R(M(n)) =⊕m,p∈Nn �mp is defined on the generators by f (λ), f (μ) ∈
�00, ti j ∈�ω(i),ω( j) and the moment maps are given by μl( f ) = f (λ), μr( f ) = f (μ). By

defining the comultiplication Δ : �R(M(n)) → �R(M(n))⊗̃�R(M(n)) and counit ε :
�R(M(n))→Dh∗ on the generators by

Δ
(
ti j
)=

n∑

k=1

tik ⊗ tk j , Δ
(
f (λ)

)= f (λ)⊗ 1,

Δ
(
f (μ)

)= 1⊗ f (μ),

(2.13)

and ε(ti j) = δi jT−ω(i), ε( f (λ)) = ε( f (μ)) = f and extended as algebra homomorphisms
we equip �R(M(n)) with the structure of an h-bialgebroid.

Remark 2.9. The case n= 2 and restricting to functions depending only on λ1− λ2 gives
back the case studied in [20]. In case we take a suitable limit μ→±∞ and restrict to the
Cartan subalgebra for sl(n), the algebra also occurs in Hadjiivanov et al. [15], Isaev [16].
However, they do not consider the comultiplication and counit.

As in [31] for the quantum case and in [20] for n = 2, we can give a linear basis
for �R(M(n)). The proof is more involved since we use relations for the functions h,
g. Proposition 2.10 is stated for later reference. See also [11, Section 6] for a related result
using the Hecke property.

Proposition 2.10. For every n × n-matrix A, denote tA = ta11
11 t

a12
12 ··· ta1n

1n t
a21
21 ··· tannnn .

Then {tA : A∈Mn(N)} forms a basis over Mh∗ ⊗Mh∗ for the vector space �R(M(n)).

Proof. This follows from the diamond lemma; see [3]. First we introduce a total ordering
≺ by tA ≺ tB if

∑
i, j ai j <

∑
i, j bi j and in case

∑
i, j ai j =

∑
i, j bi j we use the lexicographical

ordering on (a11,a12, . . . ,a1n,a21, . . . ,a2n,a31, . . . ,ann).
We have the following reduction system, which is compatible with the introduced total

order. Assume i < j, k < l,

tiltik �−→ h
(
μk −μl

)
tiktil, t jktik �−→ h

(
λj − λi

)−1
tikt jk,

t jltik �−→
[
h
(
λj − λi

)−1
+h
(
μl −μk

)
g
(
λi− λj

)−1
]
tilt jk + g

(
μk −μl

)
g
(
λi− λj

)−1
tikt jl,

t jktil �−→ g
(
λi− λj

)−1
tilt jk +

(
h
(
λj − λi

)−1−h
(
μk −μl

)
g
(
λi− λj

)−1
)
tikt jl.

(2.14)
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To simplify the coefficients on the right-hand side we use h(λ)− h(−μ) = h(μ)− h(−λ)
and g(μ)− g(λ) = (h(λ)− h(−μ))(h(λ)− h(μ)). If we prove that the reduction system is
resolvable, the lemma follows from [3, Theorem 2.1]. There are 24 types of configuration
to be checked. The proof is straightforward using

h(−λ)= 1
h(λ+ 1)

, g(−λ)= g(λ),

g(λ)= h(λ)h(−λ),
(2.15)

and the identities h(λ)−h(μ)= h(−μ)−h(−λ) and

h(λ)h(λ− 1)−h(μ)h(ν) +h(μ− ν)h(ν)−h(μ− ν)h(λ)

+h(ν−μ)h(μ)−h(ν−μ)h(λ)= 0,
(2.16)

for all λ,μ,ν∈ h∗. �

3. Exterior corepresentations and dynamical quantum minor determinants

We continue with the study of some elementary corepresentations of �R(M(n)) analo-
gous to the action of M(n) on the exterior algebra ofCn. Using these corepresentations we
find the dynamical determinant in �R(M(n)). This is analogous as for the case of ordi-
nary quantum groups; see, for example, Chari and Pressley [6, Chapter 7], and references
given there. First we recall the general definition of a corepresentation of an h-bialgebroid
on an h-space; see [20]. We introduce the notion of h-comodule algebras.

Definition 3.1. An h-space is a vector space over Mh∗ which is also a diagonalizable h-
module, V =⊕α∈h∗Vα, with Mh∗Vα ⊆ Vα for all α∈ h∗. A morphism of h-spaces is an
h-invariant (i.e., grade preserving) Mh∗-linear map.

In case we want to emphasize the dependence on V we also write f v = μV ( f )v.
We next define the tensor product of an h-bialgebroid � and an h-space V . Put V⊗̃�=

⊕
α,β∈h∗(Vα ⊗Mh∗ �αβ) where ⊗Mh∗ denotes the usual tensor product modulo the rela-

tions v⊗μl( f )a= f v⊗ a. The grading Vα⊗Mh∗ �αβ ⊆ (V ⊗�)β for all α and f (v⊗ a)=
v ⊗ μr( f )a make V⊗̃� into an h-space. Analogously �⊗̃V =⊕α,β∈h∗(�αβ ⊗Mh∗ Vβ)
where ⊗Mh∗ denotes the usual tensor product modulo the relations μr( f )a⊗ v = a⊗ f v.
The grading �αβ⊗Mh∗ Vβ ⊆ (�⊗̃V)α and f (a⊗ v)= μl( f )a⊗ v, a∈�, v ∈V , f ∈Mh∗ ,
make �⊗̃V into an h-space.

Definition 3.2. A right corepresentation of an h-bialgebroid � on an h-space V is an
h-space morphism ρ : V → V⊗̃� such that (Id⊗Δ) ◦ ρ = (ρ⊗ Id) ◦ ρ, (Id⊗ε) ◦ ρ = Id.
The first equality is in the sense of the natural isomorphism (V⊗̃�)⊗̃� ∼= V⊗̃(�⊗̃�)
and in the second identity, use the identification V ∼= V⊗̃Dh∗ defined by v⊗ f T−α ∼= f v,
f ∈Mh∗ , for all v ∈Vα.

A left corepresentation of an h-bialgebroid � on an h-space V is an h-space morphism
ρ : V →�⊗̃V such that (Δ⊗ Id)◦ ρ= (Id⊗ρ)◦ ρ, (ε⊗ Id)◦ ρ= Id.
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Definition 3.3. Let � be an h-bialgebroid and V an h-space. Then V is a right (left) h-
comodule algebra for � if there exists a right (left) corepresentation R : V → V⊗̃� (L :
V →�⊗̃V) such that

(i) V is an associative algebra such that μV ( f )vw = vμV (Tα f )w for v ∈ Vα, w ∈ V ,
and VαVβ ⊂Vα+β,

(ii) R(L) is an algebra homomorphism.
If, moreover, V is a unital algebra, we require R(L) to be unital.

Remark 3.4. The algebra structure of V⊗̃� is given by (v ⊗ a)(w ⊗ b) = vw ⊗ ab for
v,w ∈ V and a,b ∈�. For v ∈ Vα, w ∈ Vγ and a ∈�αβ, b ∈�γδ , we have (v⊗ a)(w⊗
b) = vw⊗ ab ∈ Vα+γ ⊗�α+γ,β+δ using (i) which implies (V⊗̃�)β(V⊗̃�)δ ⊆ (V⊗̃�)β+δ .
For v ∈Vα,

μV⊗̃A( f )R(v)= (1⊗μr( f )
)
R(v)= R(v)

(
1⊗μr

(
Tα f

))= R(v)μV⊗̃A
(
Tα f

)
. (3.1)

So R preserves the relation in (i). Recall that by the Mh∗-linearity of a corepresentation
we have R(μV ( f )v)= μV⊗̃A( f )R(v)= (1⊗μr( f ))R(v).

Now we define the h-space W on which we construct a right corepresentation of
�R(M(n)). W can be seen as the dynamical analogue of the exterior algebra represen-
tation.

Definition 3.5. Let W be the unital associative algebra generated by the elements wi, i∈
{1,2, . . . ,n} and a copy of Mh∗ embedded as a subalgebra, its elements denoted by f (λ),
subject to the relations

w2
i = 0, ∀i, wjwi =−h

(
λj − λi

)
wiwj , ∀i < j, (3.2)

with h defined by (2.10) and f (λ)wi =wi f (λ+ω(i)) for all f ∈Mh∗ .

For an ordered subset I = {i1, . . . , ir}, 1≤ i1 < ··· < ir ≤ n, of {1, . . . ,n} we use the con-
vention wI = wi1 ···wir , unless mentioned otherwise. Moreover, ∅ is an ordered subset
and w∅ = 1 corresponding to the case r = 0. The following lemma is easily proved.

Lemma 3.6. dimMh∗ W = 2n and a basis for W is given by {wI : I = {i1, . . . , ir}, i1 < ··· <
ir , r = 1, . . . ,n}. W is an h-space with μW ( f )= f (λ) and wI ∈Wω(I) for wI a basis element
with ω(I)=∑r

j=1ω(i j).

Define Wr = spanMh∗ {wI : #I = r}. Then W =⊕n
r=0W

r and WrWs ⊂Wr+s, with the
convention that Wr = {0} if r > n.

Proposition 3.7. Define R(1)= 1⊗ 1, R(wi)=
∑n

j=1wj ⊗ t ji. Then R extends uniquely to
R : W →W⊗̃�R(M(n)) such that W is a right h-comodule algebra for �R(M(n)).

Proof. It is clear that W satisfies the conditions of Definition 3.3(i). To see that R can be
extended uniquely to an algebra homomorphism we need to verify

R
(
wi
)
R
(
wi
)= 0, ∀i, R

(
wj
)
R
(
wi
)=−R(h(λj − λi

))
R
(
wi
)
R
(
wj
)
, ∀i < j,

(3.3)
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and R( f (λ))R(wi) = R(wi)R( f (λ + ω(i))) for all f ∈Mh∗ . By definition of R and the
defining relations (3.2) of W we get

R
(
wi
)
R
(
wi
)=

∑

j,k

wjwk ⊗ t jitki =
∑

k>j

[
wjwk ⊗ t jitki−h

(
λk − λj

)
wjwk ⊗ tkit ji

]
(3.4a)

=
∑

k>j

wjwk ⊗
(
t jitki−h

(
λk − λj

)
tkit ji

)= 0, (3.4b)

where we use the second relation of (2.12) in the last equality. Let us emphasize that the
function h should be interpreted in (3.4a) as μW (λ �→ h(λk − λj)) and in (3.4b) as μl(λ �→
h(λk − λj)). Similarly we obtain that the relationR(wj)R(wi)=−R(h(λj − λi))R(wi)R(wj)
for i < j is equivalent to

∑

l>k

wkwl ⊗
(
tk j tli−h

(
λl − λk

)
tl j tki +h

(
μj −μi

)
tkitl j −h

(
μj −μi

)
h
(
λl − λk

)
tlitk j

)= 0.

(3.5)

Using Lemma 3.6 it remains to prove that

tk j tli−h
(
λl − λk

)
tl j tki +h

(
μj −μi

)
tkitl j −h

(
μj −μi

)
h
(
λl − λk

)
tlitk j = 0, (3.6)

for i < j, k < l. To show this we multiply this equation by h(λl − λk)−h(μi−μj) and elimi-
nate the products tk j tli and tlitk j using the third and fourth relations in (2.12), respectively.
Using h(λ)− h(−μ)= h(μ)− h(−λ) for all λ,μ we obtain that the relation (3.6) holds by
(2.15). Using the definition of R and Remark 3.4 the last relation follows analogously.

By the definition of the comultiplication and the counit on the generators of �R(M(n))
of Definition 2.8 it immediately follows that (Id⊗Δ) ◦ R(wi) = (R ⊗ Id) ◦ R(wi) and
(Id⊗ε)◦R(wi)=wi. Since R, Δ, and ε are h-algebra homomorphisms, so are (Id⊗Δ)◦R,
(R⊗ Id)◦R, and (Id⊗ε)◦R. So the equalities (Id⊗Δ)◦R= (R⊗ Id)◦R and (Id⊗ε)◦R=
Id hold on the generators and hence on all of W . R is a corepresentation of �R(M(n)) on
W and W is an h-comodule algebra for �R(M(n)). �

For I and J ordered subsets with #I = #J we define the elements ξIJ as the corresponding
matrix elements;

R
(
wJ
)=

∑

#I=#J

wI ⊗ ξIJ . (3.7)

We use the convention that ξIJ = 0 for all I , J such that #I �= #J . In the remainder of the
paper use the convention that a summation over subsets such as

∑
#I=r is a summation

over all ordered subsets I such that #I = r.

Corollary 3.8. (i) Δ(ξIJ )=∑#K=#I ξ
I
K ⊗ ξKJ and ε(ξIJ )= δIJT−ω(I) for all I , J with #I = #J .

(ii) R(Wr)⊂Wr⊗̃�R(M(n)).

We call the matrix elements ξIJ the dynamical quantum minor determinants of

�R(M(n)) with respect to the subsets I and J . The element ξ{1,...,n}
{1,...,n} is called the deter-

minant of �R(M(n)), and is also denoted by det.
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This right corepresentation has a left analogue, a left h-comodule algebra V for
�R(M(n)). The proofs are analogous to the ones for the right h-comodule algebra W ,
and are skipped.

Definition 3.9. Let V be the unital associative algebra generated by the elements vi, i ∈
{1, . . . ,n} and a copy of Mh∗ embedded as a subalgebra, its elements denoted by f (λ),
subject to the relations

v2
i = 0, ∀i, vivj =−h

(
λi− λj

)
vjvi, ∀i < j, (3.8)

and f (λ)vi = vi f (λ+ω(i)) for all f ∈Mh∗ .

For an ordered subset I = {i1, . . . , ir} with 1 ≤ i1 < ··· < ir ≤ n we denote by vI the
ordered element vI = vir ···vi1 ∈V . Let us emphasize that an element vI ∈V has reversed
order compared to wI ∈W by notational convention.

Lemma 3.10. dimMh∗ V = 2n and a basis for V is given by {vI : I = {i1, . . . , ir}, i1 < ··· <
ir , r = 1, . . . ,n}. V is an h-space with μV ( f )= f (λ) and vI ∈Vω(I) for vI a basis element.

Define Vr = spanMh∗ {vI : #I = r}. Then V =⊕n
r=0V

r and VrVs ⊂Vr+s, with the con-
vention that Vr = {0} if r > n.

Proposition 3.11. Define L(1)= 1⊗ 1, L(vi)=
∑n

j=1 ti j ⊗ vj . Then L extends uniquely to
L : V →�R(M(n))⊗̃V such that V is a left h-comodule algebra for �R(M(n)).

For ordered subsets I , J with #I = #J we define the elements ηIJ by

L
(
vI
)=

∑

#J=#I

ηIJ ⊗ vJ (3.9)

and ηIJ = 0 for #I �= #J . We denote the corresponding determinant by d̃et= η{1,...,n}
{1,...,n}.

Corollary 3.12. (i) Δ(ηIJ )=
∑

#K=#I η
I
K ⊗ηKJ and ε(ηIJ )= δIJT−ω(I) for I , J with #I = #J .

(ii) L(Vr)⊂�R(M(n))⊗̃Vr .

We call the matrix elements ηIJ the dynamical quantum minor determinants of
�R(M(n)) with respect to the subsets I and J . In Theorem 3.17 we prove that the dy-
namical quantum minor determinants related to the right and left corepresentations are
equal, so we can speak of the dynamical quantum minor determinants of �R(M(n)),
without mentioning right or left. First we compute an explicit expression of the dynami-
cal quantum minor determinants which we use in the proof.

For any permutation σ ∈ Sr , 1≤ r ≤ n, and any ordered subset I = {i1, . . . , ir}, we de-
fine the generalized sign function S(σ ,I)∈Mh∗ by

S(σ ,I)(λ)=
∏

{k<l:σ(k)>σ(l)}
−h(λiσ(k) − λiσ(l)

)= (−q)l(σ)
∏

{k<l:σ(k)>σ(l)}

q−2λiσ(k) − q−2q−2λiσ(l)

q−2λiσ(k) − q−2λiσ(l)
,

(3.10)

where l(σ) denotes the length of the permutation, l(σ)= #{k < l : σ(k) > σ(l)}.
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Lemma 3.13. For any permutation σ ∈ Sr the following relation in W holds:

wiσ(1) ···wiσ(r) = μW
(
S(σ ,I)

)
wI , (3.11)

where I = {i1, . . . , ir} is ordered.

Proof. We prove by induction on r, for r = 2 and σ = Id it is trivial. If σ = (12) it is just
(3.2) for j = iσ(1), i= iσ(2). Denote by I′ the ordered subset of I defined by I \ {iσ(1)}, then

wiσ(1) ···wiσ(r+1) =wiσ(1)

∏

2≤k<l≤r+1
σ(k)>σ(l)

−h(λiσ(k) − λiσ(l)

)
wI′ =

∏

2≤k<l≤r+1
σ(k)>σ(l)

−h(λiσ(k) − λiσ(l)

) ∏

2≤l≤r+1
σ(1)>σ(l)

−h
(
λiσ(1) − λiσ(l)

)
wI = μW

(
S(σ ,I)

)
wI ,

(3.12)

since wiσ(1) commutes with all functions in Mh∗ which are independent of λiσ(1) . �

Using Lemma 3.13 we calculate the action of the corepresentation R on wj1 ···wjr for
an arbitrary unordered set { j1, . . . , jr}. Then

R
(
wj1 ···wjr

)= R
(
wj1

)···R(wjr

)=
n∑

k1=1

···
n∑

kr=1

wk1 ···wkr ⊗ tk1 j1 ··· tkr jr , (3.13)

and there is only a nonzero contribution in the right-hand side of (3.13) if all ki �= kj
for i �= j. Let I = {i1, . . . , ir} be ordered, then we see that the contribution on the right-
hand side of (3.13) containing the basis element wI in the first leg of the tensor product is
given for those terms for which {i1, . . . , ir} = {k1, . . . ,kr} as unordered sets. So there exists
for each nonzero term in (3.13) contributing to the term containing wI in the first leg
of the tensor product precisely one permutation σ ∈ Sr such that kp = iσ(p). So the term
containing wI in the first leg of the tensor product equals

∑

σ∈Sr
wiσ(1) ···wiσ(r) ⊗ tiσ(1) j1 ··· tiσ(r) jr =

∑

σ∈Sr
μW
(
S(σ ,I)

)
wI ⊗ tiσ(1) j1 ··· tiσ(r) jr

=
∑

σ∈Sr
wI ⊗μl

(
S(σ ,I)

)
tiσ(1) j1 ··· tiσ(r) jr ,

(3.14)

by Lemma 3.13 and Remark 3.4.

Proposition 3.14. Let J be ordered with r = #J , then R(wJ) =
∑

#I=#J wI ⊗ ξIJ with the
dynamical quantum minor determinants given by

ξIJ = μr
(
S(ρ, J)−1)

∑

σ∈Sr
μl
(
S(σ ,I)

)
tiσ(1) jρ(1) ··· tiσ(r) jρ(r) , (3.15)

for any ρ∈ Sr .
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Proof. By Lemma 3.13 and the discussion preceding this proposition we obtain

∑

#I=#J

wI ⊗ ξIJ = R
(
wJ
)= (1⊗μr

(
S(ρ, J)−1))R

(
wjρ(1) ···wjρ(r)

)

= (1⊗μr
(
S(ρ, J)−1))

∑

#I=#J

wI ⊗μl
(
S(σ ,I)

)
tiσ(1) jρ(1) ··· tiσ(r) jρ(r) .

(3.16)

So, the proposition follows from Lemma 3.6. �

Corollary 3.15. Put S(σ)= S(σ ,{1, . . . ,n}) for σ ∈ Sn, then for any ρ ∈ Sn,

det= μr
(
S(ρ)−1)

∑

σ∈Sn
μl
(
S(σ)

)
tσ(1)ρ(1) ··· tσ(n)ρ(n). (3.17)

Analogously we obtain an explicit formula for the matrix elements ηIJ of L. We need to

define another generalized sign function S̃ depending on an ordered subset I , #I = r, and
a permutation σ ∈ Sr ;

S̃(σ ,I)(λ) :=
∏

{k<l:σ(k)>σ(l)}
−h(λiσ(l) − λiσ(k)

)= 1
S(σ ,I)(λ+ 1)

, (3.18)

where we use h(−λ)= 1/h(λ+ 1) for the last equality. Analogous to Lemma 3.13, we have
for any permutation σ ∈ Sr the following relation in V :

viσ(r) ···viσ(1) = μV
(
S̃(σ ,I)

)
vI , (3.19)

where I = {i1, . . . , ir} is an ordered subset and vI = vir ···vi1 . We get the analogous state-
ment of Proposition 3.14.

Proposition 3.16. Let I = {i1, . . . , ir} be an ordered subset, then L(vI) =
∑

#J=#I η
I
J ⊗ vJ

with the dynamical quantum minor determinants given by, for any ρ ∈ Sr ,

ηIJ = μl
(
S̃(ρ,I)−1)

∑

σ∈Sr
μr
(
S̃(σ , J)

)
tiρ(r) jσ(r) ··· tiρ(1) jσ(1) . (3.20)

We now relate the two sets of dynamical quantum minor determinants. For this we
need the following identity:

∑

σ∈Sr

∏

i< j

xσ(i)− txσ( j)

xσ(i)− xσ( j)
=

r∏

i=1

1− ti

1− t
, (3.21)

for r indeterminates x1, . . . ,xr . This identity can be found in Macdonald [27, Section III.1,
equation (1.4)] as the identity expressing that the Hall-Littlewood polynomials for the
zero partition gives 1.

Theorem 3.17. ξIJ = ηIJ in �R(M(n)).
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Proof. The proof is based on the expressions (3.15) and (3.20), which give the possibil-
ity to write a suitable multiple of ξIJ as a double sum over Sr , which, by interchanging
summations, gives a multiple of ηIJ . The multiples turn out to be equal. The details are as
follows.

First we rewrite ηIJ . Define the longest element σ0 ∈ Sr by σ0 = ( 1 2 ··· r
r r−1 ··· 1 ). By substi-

tuting ρ �→ ρσ0 and σ �→ σσ0 in (3.20) we get

ηIJ =
∏

m<p
ρ(m)<ρ(p)

−h(λiρ(m) − λiρ(p)

)−1 ∑

σ∈Sr

∏

k<l
σ(k)<σ(l)

−h(μjσ(k) −μjσ(l)

)
tiρ(1) jσ(1) ··· tiρ(r) jσ(r) , (3.22)

for any ρ ∈ Sr . Using this expression for ηIJ and (3.15) we compute

(
∑

ρ∈Sr

∏

k<l

−h(μjρ(k) −μjρ(l)

)
)

ξIJ

=
∑

ρ∈Sr

∑

σ∈Sr

∏

k<l
ρ(k)<ρ(l)

−h(μjρ(k) −μjρ(l)

) ∏

k<l
σ(k)>σ(l)

−h(λiσ(k) − λiσ(l)

)
tiσ(1) jρ(1) ··· tiσ(r) jρ(r)

=
∑

σ∈Sr

∑

ρ∈Sr

∏

k<l

−h(λiσ(k) − λiσ(l)

) ∏

k<l
σ(k)<σ(l)

−h(λiσ(k) − λiσ(l)

)−1×
∏

k<l
ρ(k)<ρ(l)

−h
(
μjρ(k) −μjρ(l)

)
tiσ(1) jρ(1) ··· tiσ(r) jρ(r) =

(
∑

σ∈Sr

∏

k<l

−h(λiσ(k) − λiσ(l)

)
)

ηIJ .

(3.23)

So it suffices to prove that A(I)(λ) :=∑ρ∈Sr
∏

k<l−h(λiρ(k) − λiρ(l) ) is independent of λ and
I :

A(I)(λ)=
∑

ρ∈Sr

∏

k<l

(−q)
q
−2λiρ(k) − q−2q

−2λiρ(l)

q
−2λiρ(k) − q

−2λiρ(l)
= (−q)(1/2)r(r−1)

r∏

k=1

1− q−2k

1− q−2
�= 0, (3.24)

using the explicit expression (2.10) for h and (3.21). �

Corollary 3.18. det= d̃et.

Remark 3.19. (i) The dynamical quantum minor determinant ξIJ belongs to the weight
space �R(M(n))ω(I),ω(J), where ω(I)=∑r

k=1ω(ik)=∑r
k=1 eik , I = {i1, . . . , ir}.

(ii) From Theorem 3.17 we obtain relations in �R(M(n)). For r = 2 we get quadratic
relations for the generators ti j , for ρ = Id in the expressions of ξIJ and ηIJ in (3.15) and
(3.20) we get the third relation of (2.12). Similarly, from Proposition 3.14 for r = 2 and
taking the expressions for the dynamical quantum minor for ρ = Id and ρ = (12) we get
(3.6).
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Remark 3.20. Hadjiivanov et al. [15] introduce a dynamical determinant in the dynamical
analogue of M(n) they consider; see also Remarks 2.7, 2.9. In particular, they show that
their dynamical quantum determinant is central; (cf. Lemma 5.1). They work with the
Hecke property of the matrix PR(λ), and use the q-antisymmetrisers in the Hecke algebra
of type A following the ideas of Gurevich for the quantum SL(n)-group; see [6, Section
7.2] for more information.

4. Laplace expansions

In this section, we prove some expansion formulas for the dynamical quantum minor
determinants, which are used in the following section to introduce the antipode.

For I1, I2 disjoint ordered subsets of {1, . . . ,n}, denote by sign(I1;I2) the element of
Mh∗ defined by

sign
(
I1;I2

)
(λ)=

∏

k>m
k∈I1,m∈I2

−h(λk − λm
)
. (4.1)

Then wI1wI2=μW (sign(I1;I2))wI if I1∩ I2=∅ and I1∪ I2 = I . If I1∩ I2 �= ∅, then wI1wI2=
0 and in this case we define sign(I1;I2)(λ)= 0. For I1∩ I2 =∅ and I = I1∪ I2 as ordered
subset we have sign(I1;I2)= S(σ ,I) where σ is the permutation which maps I1∪ I2 to the
ordered subset I .

Proposition 4.1 (Laplace expansions). Let I , J1, J2 be subsets of {1, . . . ,n}. If J = J1 ∪ J2,
#J = #I ,

μr
(

sign
(
J1; J2

))
ξIJ =

∑

I1∪I2=I
μl
(

sign
(
I1;I2

))
ξI1
J1 ξ

I2
J2 ,

μl
(
T−ω

(
J1
) sign

(
J2; J1

)−1
)
ξJI =

∑

I1∪I2=I
μr
(
T−ω

(
I1

) sign
(
I2;I1

)−1
)
ξJ1I1

ξJ2I2
,

(4.2)

where the summation runs over all partitions I1∪ I2 = I of I such that #I1 = #J1, #I2 = #J2.

Remark 4.2. (i) Note that the left-hand sides of the expressions in (4.2) are zero if J1 and
J2 are not disjoint.

(ii) The second relation of (4.2) can be rewritten as

ξJI =
∑

I1∪I2=I
ξJ1I1

μl
(

sign
(
J2; J1

))

μr
(

sign
(
I2;I1

))ξJ2I2
. (4.3)

Proof of Proposition 4.1. We have

R
(
wJ1

)
R
(
wJ2

)=
∑

I1∩I2=∅
wI1wI2 ⊗ ξI1

J1 ξ
I2
J2

=
∑

I1∩I2=∅
μW
(

sign
(
I1;I2

))
wI ⊗ ξI1

J1 ξ
I2
J2

=
∑

I1∩I2=∅
wI ⊗μl

(
sign

(
I1;I2

))
ξI1
J1 ξ

I2
J2 .

(4.4)
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Also, if J1∩ J2 �= ∅, then R(wJ1wJ2 )= R(0)= 0 by (3.2) which proves the first relation of
(4.2) using Lemma 3.6 in the case that J1 and J2 are not disjoint. If J1 ∩ J2 =∅, then we
also have

R
(
wJ1

)
R
(
wJ2

)= R
(
wJ1wJ2

)= (1⊗μr
(

sign
(
J1; J2

)))
R
(
wJ
)=

∑

#I=#J

wI ⊗μr
(

sign
(
J1; J2

))
ξIJ .

(4.5)

The second relation of (4.2) is proved analogously, using L instead ofR and Theorem 3.17.
�

In the special case #I = #J = n and either J1 or J2 contains one element, we get the fol-
lowing expansion formulas for the determinant element. These expansions can be seen
as dynamical equivalent of the cofactor expansion across a row or column of the deter-
minant of a matrix.

Corollary 4.3. For all i and j with 1≤ i, j ≤ n,

δi j det=
n∑

k=1

sign({k}; k̂)(λ)
sign({i}; ı̂)(μ)

tk jξ
k̂
ı̂ , δi j det=

n∑

k=1

t jk
sign(̂ı;{i})(λ)

sign(k̂;{k})(μ)
ξı̂
k̂
,

δi j det=
n∑

k=1

sign(k̂;{k})(λ)
sign(̂ı;{i})(μ)

ξk̂ı̂ tk j , δi j det=
n∑

k=1

ξı̂
k̂

sign({i}; ı̂)(λ)

sign({k}; k̂)(μ)
t jk,

(4.6)

with the notation ı̂= {1, . . . , i− 1, i+ 1, . . . ,n}.

5. The dynamical GL(n) quantum group

In this section we extend �R(M(n)) by adjoining an inverse of the determinant. The
resulting h-bialgebroid �R(GL(n)) is equipped with an antipode, so it is an h-Hopf alge-
broid.

Lemma 5.1. In �R(M(n)), the determinant element commutes with all quantum minor
determinants ξIJ , for I , J subsets of {1, . . . ,n}. In particular, det commutes with all generators
ti j . Moreover, Δ(det)= det⊗det and ε(det)= T−1, with 1= (1, . . . ,1)∈ h∗.

Proof. Denote by T the n× n-matrix with elements ti j , where i indicates the row index.
Using the notation

Ti
j =

μl
(

sign(̂ı;{i}))
μr
(

sign(ĵ;{ j}))ξ
ı̂
ĵ, (5.1)

denote by T̃ the n×n-matrix with elements Ti
j where i indicates the column index. Then

the third relation of Corollary 4.3 implies T̃T = detI as n2 identities in �R(M(n)), where
I is the n×n-identity matrix. So detT = TT̃T = T det which implies that det commutes
with all generators ti j . Since det ∈�R(M(n))1,1, we see that det commutes with all ele-
ments in Mh∗ that only depend on differences λi− λj . By (3.15), det also commutes with
ξIJ for all subsets I , J . The last statements follow from Corollary 3.8. �
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So the determinant element commutes with all generators ti j , but since det ∈
�R(M(n))1,1, the element det is not central. However, the set S = {detk}k≥1 satisfies the
Ore condition, and this implies that we can localize at det; see [28]. We adjoin �R(M(n))
with the formal inverse det−1, adding the relations detdet−1= 1=det−1 det, ti j det−1=
det−1 ti j and f (λ)det−1=det−1 f (λ−1), f (μ)det−1=det−1 f (μ−1). We denote the resulting
algebra by �R(GL(n)) and equip it with a bigrading �R(GL(n))=⊕m,p∈Zn �R(GL(n))mp

by det−1 ∈ (�R(GL(n)))−1,−1. Lemma 5.1 implies that det−1 commutes with all dynam-
ical quantum minor determinants ξIJ . By extending the comultiplication and counit of
Definition 2.8 by Δ(det−1)=det−1⊗det−1, ε(det−1)=T1, �R(GL(n)) it is easily checked
that �R(GL(n)) is an h-bialgebroid.

Proposition 5.2. The h-bialgebroid �R(GL(n)) is an h-Hopf algebroid with the antipode
S defined on the generators by S(det−1) = det, S(μr( f )) = μl( f ), S(μl( f )) = μr( f ) for all
f ∈Mh∗ and

S
(
ti j
)= det−1 μl

(
sign(ĵ;{ j}))

μr
(

sign(̂ı;{i})) ξ
ĵ
ı̂ , (5.2)

and extended as an algebra antihomomorphism.

Proof. By [20, Proposition 2.2] it suffices to check that S is well defined and that (2.6)
holds on the generators. It is straightforward to check that S preserves the relations (2.11).
To see that S preserves the RLL-relations, we apply the antipode to the RLL-relations (2.8).
Using (5.1) this gives

∑

x,y

det−2Td
yT

b
xR

xy
ac (μ)=

∑

x,y

det−2Tx
aT

y
c Rbd

xy(λ), (5.3)

which is equivalent to

∑

x,y

R
xy
ac
(
μ+ω(x) +ω(y)

)
Td
yT

b
xdet−2 =

∑

x,y

det−2Tx
aT

y
c Rbd

xy(λ). (5.4)

We have to prove that (5.4) holds in �R(GL(n)). To show this, we multiply the RLL-
relations (2.8) by Tk

dT
l
b from the right and by Ta

j T
c
i from the left and sum over all a, b, c,

and d we get, using Corollary 4.3,

∑

a,c

Ta
j T

c
i R

lk
ac(λ)det2 =

∑

b,d

det2Rbd
ji

(
μ+ω(i) +ω( j)

)
Tk
dT

l
b. (5.5)

Multiplying this equation from the left and from the right by det−2 gives (5.4) by the
h-invariance of the R-matrix, so S preserves the RLL-relations.

From the proof of Lemma 5.1 it follows that S(T)T = TS(T) = I , where T is defined
as in the proof of Lemma 5.1, so (2.6) holds for all generators ti j . The proof of [20, Prop.
2.2] shows that if (2.6) holds for a and b, then it holds for ab, so that in particular (2.6)
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holds for det. By Lemma 5.1 we find S(det)det = 1 = detS(det), so that S(det) = det−1.
An independent proof of this statement is given in Proposition 5.3. With this observation
it is easily proved that S also preserves the defining relations involving det−1, and that
(2.6) holds for det−1. �

The relation S(det)= det−1 is the special case I = J = {1, . . . ,n} of the following propo-
sition.

Proposition 5.3. For I and J ordered subsets with #I = #J ,

S
(
ξIJ
)= det−1 μl

(
sign

(
Jc; J

))

μr
(

sign
(
Ic;I

))ξJ
c

Ic , (5.6)

with Ic the complement of I in {1, . . . ,n}.
Proof. We prove this formula by induction on the r := #I using the Laplace expansions of
Proposition 4.1. Another proof uses (2.6) combined with the Laplace expansions. We use
a similar induction step in the proof of Lemma 6.1.

For r = 1 this is just the definition of the antipode on a generator ti j . For the induc-
tion step we use the Laplace expansions of Proposition 4.1 several times. Let j ∈ J , then
applying the Laplace expansion twice

S
(
ξIJ
)= S

(
∑

i∈I

μl
(

sign({i};I′))
μr
(

sign({ j}; J ′))ξ
{i}
{ j}ξ

I′
J ′

)

=
∑

i∈I
S
(
ξI

′
J ′
)
S
(
ξij
)μr

(
sign({i};I′))

μl
(

sign({ j}; J ′))

=
∑

i∈I
det−2 μl

(
sign(J ′c; J ′)

)

μr
(

sign(I′c;I′)
)ξJ

′c
I′c
μl
(

sign(ĵ;{ j}))
μr
(

sign(̂ı;{i})) ξ
ĵ
ı̂

μr
(

sign({i};I′))
μl
(

sign({ j}; J ′))

=
∑

i∈I
det−2 μl

(
sign

(
Jc; J ′

))

μr
(

sign
(
Ic;I′

))ξJ
′c

I′c
μl
(

sign(ĵ;{ j}))
μr
(

sign(̂ı;{i})) ξ
ĵ
ı̂

=
∑

i∈I

∑

k∈J ′c
K=J ′c\{k}

det−2 μl
(

sign
(
Jc; J ′

))

μr
(

sign
(
Ic;I′

))
μl
(

sign(K ;{k}))
μr
(

sign
(
Ic;{i}))ξ

K
Ic ξ

{k}
{i}

μl
(

sign(ĵ;{ j}))
μr
(

sign(̂ı;{i})) ξ
ĵ
ı̂ ,

(5.7)

where J ′ = J \ { j} and I′ = I \ {i} (so I′ depends on the summation index) as ordered
subsets. In this computation we use

ξJ
′c

I′c ξ
ĵ
ı̂

μr
(

sign({i};I′))
μl
(

sign({ j}; J ′)) =
μr
(

sign({i};I′))
μl
(

sign({ j}; J ′))ξ
J ′c
I′c ξ

ĵ
ı̂ (5.8)

since ξJ
′c

I′c ξ
ĵ
ı̂ has weight (1 +ω(Jc),1 +ω(Ic)) and sign({a};B)sign(A;B)= sign({a}∪A;B)

for all subsets A, B and all elements a �∈A. Since
∑

k∈J ′c
K=J ′c\{k}

μl(sign(K ;{k}))ξKIc ξ
{k}
{i} = 0 for
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all i ∈ Ic and sign(̂ı;{i}) = sign(I′;{i})sign(Ic;{i}) we obtain, using the Laplace expan-
sion once more for the summation over i where the only nonzero term is for k = j,

S
(
ξIJ
)=

∑

k∈J ′c
K=J ′c\{k}

det−2 μl
(

sign
(
Jc; J ′

))

μr
(

sign
(
Ic;I

)) μl
(

sign(K ;{k}))ξKIc
n∑

i=1

ξ{k}{i}
μl
(

sign(ĵ;{ j}))
μr
(

sign(̂ı;{i})) ξ
ĵ
ı̂

= det−2 μl
(

sign
(
Jc; J ′

))

μr
(

sign
(
Ic;I

)) μl
(

sign
(
Jc;{ j}))ξJcIc det= det−1 μl

(
sign

(
Jc; J

))

μr
(

sign
(
Ic;I

))ξJ
c

Ic ,

(5.9)

which proves the proposition. �

Corollary 5.4.

S2(ξIJ
)=

∏
m∈I ,k∈Ic h

(
λm− λk

)

∏
m∈J ,k∈Jc h

(
μm−μk

)ξIJ . (5.10)

In particular, S is invertible.

6. The dynamical U(n) quantum group

In this section we prove the existence of a ∗-operator on �R(GL(n)), such that it be-
comes an h-Hopf ∗-algebroid. Equipped with this ∗-structure we denote the h-Hopf
∗-algebroid by �R(U(n)).

Lemma 6.1. The ∗-operator defined on the generators by

t∗i j = ξı̂ĵdet−1, μl( f )∗ = μl( f ), μr( f )= μr( f ),
(
det−1)∗ = det, (6.1)

and extended as C-antilinear algebra anti-homomorphism is well defined on �R(GL(n)).

Proof. Let I and J be ordered subsets of {1, . . . ,n}, such that #I = #J = r. Denote by Ic the
complement of I in {1, . . . ,n}, then we have

(
ξIJ
)∗ = ξI

c

Jc det−1. (6.2)

From this result and Lemma 5.1 it directly follows that ∗ is an involution. The proof of
(6.2) is analogous to the corresponding statement (5.6) for the antipode.

We prove that ∗ preserves the RLL-relations by using that the antipode does so. By
definition of S and ∗ it follows that

μr
(

sign(k̂;{k}))S(tk j
)= μl

(
sign(ĵ;{ j}))t∗jk. (6.3)
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Applying ∗ to the RLL-relations (2.8) we get

n∑

x,y=1

μr
(

sign(d̂;{d}))
μl
(

sign( ŷ;{y}))T
y
d

μr
(

sign(b̂;{b}))
μl
(

sign(x̂;{x}))T
x
bμl
(
R
xy
ac
)

=
n∑

x,y=1

μr
(

sign(x̂;{x}))
μl
(

sign(â;{a}))T
a
x
μr
(

sign( ŷ;{y}))
μl
(

sign(ĉ;{c})) T
c
yμr
(
Rbd
xy

)
,

(6.4)

which is equivalent to

n∑

x,y=1

μl
(

sign(â;{a}))
μl
(

sign( ŷ;{y}))
μl
(
Tω(a) sign(ĉ;{c}))

μl
(
Tω(y) sign(x̂;{x}))T

y
d T

x
bμl
(
R
xy
ac
)

=
n∑

x,y=1

μr
(

sign(x̂;{x}))

μr
(

sign(d̂;{d}))
μr
(
Tω(x) sign( ŷ;{y}))

μr
(
Tω(d) sign(b̂;{b}))

Ta
xT

c
yμr
(
Rbd
xy

)
.

(6.5)

Using (5.3), ∗ preserves the RLL-relations if

R
yx
db(μ)= Rbd

xy(μ)
sign(x̂;{x})(μ−ω(x)−ω(y)

)

sign(d̂;{d})(μ−ω(x)−ω(y)
)

sign( ŷ;{y})(μ−ω(y)
)

sign(b̂;{b})(μ−ω(b)
) . (6.6)

This follows by direct calculations using the explicit expression of R and the fact that
sign(x̂;x) is independent of μy for all y < x, where the only nontrivial cases are for x =
y = b = d, x = b, y = d and x = d, y = b. Using det∗ = det−1 which follows from (6.2), it
directly follows that ∗ preserves the other commutation relations. �

Proposition 6.2. Denote �R(GL(n)) equipped with the ∗-operator of Lemma 6.1 by
�R(U(n)), then �R(U(n)) is an h-Hopf ∗-algebroid.

Proof. From the definition of ∗ and Corollary 3.8 it follows that (∗⊗∗)Δ(ti j) = Δ(t∗i j )
and (ε ◦∗)(ti j)= (∗Dh∗ ◦ ε)(ti j),

(∗⊗∗)Δ
(
det−1)= det⊗det= Δ

((
det−1)∗),

(ε ◦∗)
(
det−1)= T−1 =

(
T1
)∗ = ε

(
det−1)∗.

(6.7)

So the relations (∗⊗∗) ◦ Δ = Δ ◦ ∗ and ε ◦ ∗ = ∗Dh∗ ◦ ε hold on the generators of
�R(GL(n)) and hence on all of �R(GL(n)). �

From (5.6) and (6.2) it directly follows that

S
(
ξIJ
)∗ = ξJI

μl
(

sign
(
Jc; J

))

μr
(

sign
(
Ic;I

)) , S
((
ξIJ
)∗)= μl

(
sign

(
J ; Jc

))

μr
(

sign
(
I ;Ic

))ξJI , (6.8)

which gives an indication for the unitarisability of the corepresentations R and L of
�R(GL(n)) defined in Propositions 3.7 and 3.11; for the definition of unitarisability see
[21, Section 5].



E. Koelink and Y. van Norden 21

Proposition 6.3. The corepresentations R and L are unitarisable corepresentations of
�R(U(n)).

Proof. We have to define a form 〈·,·〉 : W ×W →Mh∗ and check that 〈R(x),R(y)〉 =
μr(〈x, y〉1) for all x, y ∈W ; see [21, Section 5]. It is sufficient to do this for basis el-
ements {wI} of W . Define 〈wI ,wJ〉(λ) = δIJ sign(Ic;I)(λ−ω(I)) ∈Mh∗ , so 〈wI ,wJ〉D =
δIJ sign(Ic;I)∈Dh∗ . Then

〈
R
(
wI
)
,R
(
wJ
)〉=

〈
∑

#K=#J

wK ⊗ ξKJ ,
∑

#M=#J

wM ⊗ ξMJ

〉

=
∑

K ,M

〈
wK ,wM

〉
D ⊗

(
ξMJ
)∗
ξKJ

=
∑

K

μl
(

sign
(
Kc;K

)) μr
(

sign
(
Jc; J

))

μl
(

sign
(
Kc;K

))S
(
ξJK
)
ξKI = μr

(
sign

(
Jc; J

))
δIJ

= μr
(〈
wI ,wJ

〉
D1
)
,

(6.9)

using (6.8) and (2.6) on ξJI . Define a form on V by 〈vI ,vJ〉 = δIJ sign(I ;Ic)−1 ∈Mh∗ . By a
similar computation it follows that 〈L(vI),L(vJ)〉 = μl(〈vI ,vJ〉D1). �

Remark 6.4. The above discussion strongly suggests that there are analogues of the dy-
namical SL(n) and SU(n) quantum groups. We refer to [37] for details.

7. A pairing on the dynamical U(n) quantum group

In this section we discuss pairings for the dynamical GL(n) quantum group and we
present a cobraiding on �R(GL(n)). For a pairing for �R(GL(n))cop and �R(GL(n)) as
h-Hopf ∗-algebroids, we need a second ∗-operator on �R(GL(n)).

7.1. Pairing for h-Hopf ∗-algebroids. We start by recalling the definition of a pairing
for h-Hopf ∗-algebroids.

Definition 7.1. A pairing for h-bialgebroids � and � is a C-bilinear map 〈·,·〉 : �×�→
Dh∗ satisfying

〈
�αβ,�γδ

〉⊆ (Dh∗
)
α+δ,β+γ, (7.1a)

〈
μ�
l ( f )X ,a

〉= 〈X ,μ�
l ( f )a

〉= f ◦ 〈X ,a〉,
〈
Xμ�

r ( f ),a
〉
= 〈X ,aμ�

r ( f )
〉= 〈X ,a〉 ◦ f ,

(7.1b)

〈XY ,a〉 =
∑

(a)

〈
X ,a(1)

〉
Tρ
〈
Y ,a(2)

〉
, Δ�(a)=

∑

(a)

a(1)⊗ a(2),a(1) ∈�γρ, (7.1c)

〈X ,ab〉 =
∑

(X)

〈
X(1),a

〉
Tρ
〈
X(2),b

〉
, Δ�(X)=

∑

(X)

X(1)⊗X(2),X(1) ∈�αρ, (7.1d)

〈X ,1〉 = ε�(X), 〈1,a〉 = ε�(a), (7.1e)
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for all X ∈�, a∈�. If moreover, � and � are h-Hopf algebroids, then, in addition, the
pairing has to satisfy

〈
S�(X),a

〉= SDh∗
(〈
X ,S�(a)

〉)
, ∀X ∈�, a∈�. (7.2)

If in addition a ∗-operator is defined on � and � such that

〈
X∗,a

〉= T−γ ◦
(〈
X ,S�(a)∗

〉)∗ ◦T−δ , ∀a∈�γδ , X ∈�, (7.3)

then � and � are paired as h-Hopf ∗-algebroids.

Remark 7.2. Note that (7.1a) implies that 〈X ,a〉 = 0 whenever X ∈�αβ, a ∈�γδ with
α+ δ �= β+ γ.

A cobraiding on an h-bialgebroid � is a pairing 〈·,·〉 : �cop×�→Dh∗ which in ad-
dition satisfies

∑

(a),(b)

μ�
l

(〈
a(1),b(1)

〉
1
)
a(2)b(2) =

∑

(a),(b)

μ�
r

(〈
a(2),b(2)

〉
1
)
b(1)a(1), (7.4)

as an identity in � and where Δ�(a) =∑(a) a(1) ⊗ a(2), Δ�(b) =∑(b) b(1) ⊗ b(2). In [34],
Rosengren proved that for an h-bialgebroid constructed by the generalized FRST-
construction from an R-matrix, denoted by R, that satisfies the quantum dynamical Yang-
Baxter (2.1) there exists a natural cobraiding defined on the generators by

〈
Li j ,Lkl

〉= R
jl
ik(λ)T−ω(i)−ω(k). (7.5)

Note that this is the dynamical analogue of the cobraiding for quantum groups; see, for
example, [17, Section VIII.6].

In [21] we proved the following proposition, which we now extend to the level of h-
(co)module algebras. By �lr we denote the h-algebra obtained from an h-algebra � by
interchanging the moment maps and with weight spaces (�lr)αβ =�βα.

Proposition 7.3. Let � be an h-algebra and let � be h-coalgebroid equipped with a pair-
ing 〈·,·〉 : �×�→ Dh∗ , and let V be an h-space. (i) Let R : V → V⊗̃� be a right corep-
resentation of the h-coalgebroid �, then π(X)v = (Id⊗〈X ,·〉Tβ)R(v) for X∈�αβ defines
an h-algebra homomorphism π: �→(Dh∗,V )lr, hence π : �lr → Dh∗,V defines a dynamical
representation of �lr on V .

(ii) Let L : V →�⊗̃V be a left corepresentation of the h-coalgebroid �, then π(X)v =
(Tα〈X ,·〉⊗ Id)L(v) for X ∈�αβ defines an h-algebra homomorphism π : �opp → (Dh∗,V )lr.
In particular, π : (�opp)lr → Dh∗,V defines a dynamical representation of (�opp)lr on V .
Moreover, if � is h-Hopf algebroid , then X �→ π(S�(X)) defines a dynamical representation
of � on V .

We now extend this result to the level of h-comodule algebras.
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Definition 7.4. Let � be an h-bialgebroid and V an h-space. We call V an h-module
algebra for � if there exists a dynamical representation π : �→Dh∗,V such that

(i) V is an associative algebra such that μV ( f )vw = vμV (Tα f )w for all v ∈Vα, w ∈V ,
and VαVβ ⊂Vα+β,

(ii) π(a)vw = ∑(a)(π(a(1))v)(π(a(2))w), for all v,w ∈ V and X ∈ � with Δ(a) =
∑

(a) a(1)⊗ a(2).
Moreover, if V is unital, then π(a)1= μV (ε(a)1).

Proposition 7.5. Let � and � be paired as h-bialgebroids. Let V be a right (left) h-
comodule algebra for �, then π as defined in Proposition 7.3 defines an h-module algebra
for �lr ((�opp)lr).

Proof. We prove the proposition in the case that V is a right h-comodule algebra, the
other statement can be proved analogously. Since V is an h-comodule algebra, Definition
7.4(i) is satisfied. By Proposition 7.3, π(X)v=(Id⊗〈X ,·〉Tβ)R(v),X ∈�αβ is an h-algebra
homomorphism of � to (Dh∗,V )lr. Then, since R is an algebra homomorphism, we have

π(X)vw = (Id⊗〈X ,·〉Tβ
)
R(vw)=

∑
v(1)w(1)⊗

〈
X ,a(2)b(2)

〉
Tβ

=
∑

v(1)w(1)⊗
〈
X(1),a(2)

〉
Tγ
〈
X(2),b(2)

〉
Tβ =

∑(
π
(
X(1)

)
v
)(
π
(
X(2)

)
w
)
,

(7.6)

for X ∈�αβ, Δ(X) =∑(X)X(1) ⊗X(2), X(1) ∈�αγ and with the notation R(v) =∑v(1) ⊗
a(2), R(w)=∑w(1)⊗ b(2). So π defines an h-module algebra for �lr.

If V is unital, then π(X)1= 1⊗〈X ,1〉Tβ = μV (ε(X)1) for X ∈�αβ. �

7.2. A pairing on the dynamical GL(n) quantum group. A natural cobraiding on the
algebra �R(M(n)) is given by (7.5). For this pairing we have 〈ti j ,det〉 = δi jqT−1−ω(i). For
normalization purposes we multiply the pairing of two generators with a factor q−1/n. So
we use the pairing 〈·,·〉 : �R(M(n))cop×�R(M(n))→ Dh∗ defined on the generators ti j
by

〈
ti j , tkl

〉= q−1/nR
jl
ik(λ)T−ω(i)−ω(k). (7.7)

Note that switching R to q−1/nR is a gauge transform, which does not affect the RLL-
relations. The nontrivial cases for this pairing on the level of the generators are explicitly
given by

〈
tii, tii

〉= q1−1/nT−2ω(i), ∀i,
〈
tii, t j j

〉= q−1/nT−ω(i)−ω( j), ∀i < j,
〈
t j j , tii

〉= q−1/ng
(
λi− λj

)
T−ω(i)−ω( j), ∀i < j,

〈
t ji, ti j

〉= q−1/nh0
(
λi− λj

)
T−ω(i)−ω( j), ∀i �= j.

(7.8)
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In this section we prove that this pairing can be extended to the level of h-Hopf ∗-
algebroids.

In order to extend the pairing to a cobraiding on �R(GL(n)) we need to compute
the pairing of a generator ti j with the determinant element. Denote by 1 the vector with
all 1’s.

Lemma 7.6. For the pairing 〈·,·〉 : �R(M(n))cop×�R(M(n))→Dh∗ defined by (7.7),

〈
ti j ,det

〉= δi jT−1−ω(i),
〈

det, ti j
〉= δi jT−1−ω(i),

〈det,det〉 = T−2·1.

(7.9)

Proof. From Remark 7.2 it immediately follows that 〈det, ti j〉 = 〈ti j ,det〉 = 0 for i �= j.
Using the pairing (7.7) on �R(M(n)), Propositions 3.7 and 7.5 show that π : (�R(Mn)cop)lr

→ (Dh∗,W ) gives W an h-module algebra structure for (�R(M(n))cop)lr. Then we have

π
(
tii
)(
w1 ···wn

)=w1 ···wn⊗
〈
tii,det

〉
Tω(i). (7.10)

Also we compute

π
(
tii
)
w1 ···wn = π

(
tii
)
(∏

k<i

−h(λi− λk
)−1

wiwı̂

)

=
(

T−ω(i)

∏

k<i

−h(λi− λk
)−1
)

π
(
tii
)[
wiwı̂

]

=
∏

k<i

−h(λi− 1− λk
)−1 ∑

k1,...,kn

∑

j1,..., jn−1

wk1wk2 ···wkn

⊗ 〈t j1i, tk1i
〉
Tω( j1)

〈
t j2 j1 , tk21

〉···Tω( jn−1)
〈
ti jn−1 , tknn

〉
Tω(i),

(7.11)

using the h-module algebra structure of W in the third equation. From (7.8) it follows
that 〈t j1i, tk1i〉 �= 0 only if j1 = k1 = i. So we get

∏

k<i

−h(λi− 1− λk
)−1 ∑

k2,...,kn

∑

j2,..., jn−1

wiwk2 ···wkn

⊗ 〈tii, tii
〉
Tω( j1)

〈
t j2 j1 , tk21

〉···Tω( jn−1)
〈
ti jn−1 , tknn

〉
Tω(i).

(7.12)

Now 〈t j2i, tk21〉 �= 0 only if k2 = i, j2 = 1 or k2 = 1, j2 = i. In the first case, the first leg
of the tensor product is equal to 0, so k2 = 1, j2 = i. Continuing in this way and recalling
that we have pulled the term corresponding to wi to the left, we obtain that there is only a
nonzero contribution for jm = i for all m and k1 = i, km =m− 1 for 2≤m≤ i and km =m
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for m> i. So we get

π
(
tii
)
w1 ···wn =

∏

k<i

−h(λi− 1− λk
)−1

wiwı̂⊗
〈
tii, tii

〉
Tω(i)

〈
tii, t11

〉
Tω(i) ···

〈
tii, tnn

〉
Tω(i)

=
∏

k<i

−h(λi− 1− λk
)−1∏

k<i

−h(λi− λk
)
w1 ···wn

⊗ q1−1/nT−ω(i)

∏

k<i

q−1/ng
(
λk − λi

)
T−ω(k)

∏

k>i

q−1/nT−ω(k)

=
∏

k<i

h
(
λi− λk

)

h
(
λi− λk − 1

)
∏

k<i

g
(
λi− λk − 1

)
w1 ···wn =w1 ···wn,

(7.13)

where the last equality follows from (2.15). So 〈tii,det〉 = T−1−ω(i).
Note that �R(M(n))cop can also be seen as an h-bialgebroid constructed from the R-

matrix R̃ with matrix elements R̃cd
ab = Rba

dc by the generalized FRST-construction. Follow-
ing the lines of the proofs of Section 3 we can prove that V is a right h-comodule algebra
for �R(M(n))cop. By inspection it follows that the matrix elements τIJ of this corepresenta-
tion Rcop, defined by Rcop(vI)=

∑
J vJ ⊗ τIJ , are equal to ξIJ . From Proposition 7.5 it follows

that π : �R(M(n))→ Dh∗,V defined by π(a)v = (Id⊗〈·,a〉Tβ)Rcop(v) for a ∈�R(Mn)αβ
and v ∈V gives V the structure of an h-module algebra for �R(M(n)). Now analogously
to the proof of the first part of this lemma we get 〈det, tii〉 = T−1−ω(i).

Using Lemma 7.6, π(ti j)w1 ···wn = 0 if i �= j and the explicit expression of det we get

π(det)w1 ···wn = π
(
t11t22 ··· tnn

)
w1 ···wn = π

(
t11
)···π(tnn

)
w1 ···wn =w1 ···wn.

(7.14)

Also π(det)w1 ···wn =w1 ···wn⊗〈det,det〉T−1, so 〈det,det〉 = T−2·1. �

Lemma 7.7. Define the pairing 〈·,·〉 : �R(GL(n))cop×�R(GL(n))→Dh∗ on the generators
of �R(GL(n)) by (7.8) and

〈
det−1, ti j

〉= δi jTω(̂ı),
〈
ti j ,det−1〉= δi jTω(̂ı),

〈
det−1,det−1〉= T2·1. (7.15)

Then �R(GL(n))cop and �R(GL(n)) are paired as h-bialgebroids.

Proof. For the pairing 〈·,·〉 : �R(M(n))cop ×�R(M(n)) → Dh∗ the statement follows
from [34]. Since

δi jT−ω(i)=ε
(
ti j
)=〈ti j ,1

〉=〈ti j ,detdet−1〉=
∑

k

〈
tk j ,det

〉
Tω(k)

〈
tik,det−1〉=T−1

〈
ti j ,det−1〉,

(7.16)

the pairing is also well defined for �R(GL(n)). �

We want to extend Lemma 7.7 and show that the pairing exists on the level of h-Hopf
algebroids. For this we need to calculate pairings with dynamical quantum minor deter-
minants because of Proposition 7.9, the proof of the following lemma follows the same
strategy as the proof of Lemma 7.6.
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Lemma 7.8. For i �= j,

〈
tii,ξı̂ı̂

〉= q−1+1/n
∏

k<i

g
(
λk − λi

)
T−1,

〈
tii,ξ

ĵ
ĵ
〉= q1/nT−ω(ĵ)−ω(i),

〈
ti j ,ξı̂ĵ

〉= q−1+1/nh0
(
λj − λi

) ∏

k<j,k �=i
−h(λj − λk

) ∏

k<i,k �= j

−h(λk − λi
)
T−1,

〈
ξı̂ı̂ , tii

〉= q−1+1/n
∏

k>i

g
(
λi− λk

)
T−1,

〈
ξ
ĵ
ĵ , tii

〉= q1/nT−ω(ĵ)−ω(i),

〈
ξı̂ĵ, ti j

〉= q−1+1/nh0
(
λi− λj

) ∏

k>j,k �=i
−h(λk − λj

) ∏

k>i,k �= j

−h(λi− λk
)
T−1.

(7.17)

All other pairings between generators ti j and dynamical quantum minor determinants ξk̂
l̂

are
zero.

Proposition 7.9. �R(GL(n))cop and �R(GL(n)) are paired as h-Hopf algebroids.

Proof. In Lemma 7.7 we proved that �R(GL(n))cop and �R(GL(n)) are paired as h-
bialgebroids. So it remains to check (7.2) on generators. The only nontrivial cases are
(X ,a)= (tii, tii), (t j j , tii), (t ji, ti j), (tii,det−1) and (det−1, tii) for i �= j. From Example 2.5(ii)
we know Scop = S−1 and μ

cop
l = μr , μ

cop
r = μl, so

Scop(ti j
)= det−1ξ

ĵ
ı̂

μ
cop
r
(

sign
(
j; ĵ)

)

μ
cop
l

(
sign(i; ı̂)

) . (7.18)

Now we can check the relations by direct computations, using Lemma 7.8. We show the
third relation in detail; the other cases can be done analogously. Using Lemma 7.8,

〈
Scop(t ji

)
, ti j
〉=

〈

det−1ξı̂ĵ
μ

cop
r
(

sign({i}; ı̂))

μ
cop
l

(
sign({ j}; ĵ)) , ti j

�

= sign({ j}; ĵ)(λ−ω(ĵ)
)−1〈

det−1, tii
〉
Tω(i)

〈
ξı̂ĵ, ti j

〉
sign({i}; ı̂)(λ)

= q−1+1/nh0
(
λi− λj

)
h
(
λi− λj

) ∏

m�=i, j
−h(λm− λj

) ∏

m�=i, j
−h(λi− λm

)
,

S
(〈
t ji,S

(
ti j
)〉)= S

(〈

ti j ,det−1 μl
(

sign(ĵ;{ j}))
μr
(

sign(̂ı;{i})) ξ
ĵ
ı̂

�)

= sign(ĵ;{ j})(λ)
〈
tii,det−1〉Tω(i)

〈
t ji,ξ

ĵ
ı̂

〉
sign(̂ı;{i})(λ+ω(̂ı)

)−1

= q−1+1/nh0
(
λi− λj

)
h
(
λi− λj

) ∏

m�=i, j
−h(λm− λj

) ∏

m�=i, j
−h(λi− λm

)
,

(7.19)

so 〈Scop(t ji), ti j〉 = S(〈t ji,S(ti j)〉). �

7.3. Compatible∗-structures for the pairing. If we equip �R(GL(n))cop and �R(GL(n))
with the ∗-operator defined in Lemma 6.1, they are not paired as h-Hopf ∗-algebroids.
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But since the ∗-operator is not unique it is possible that there exists another ∗-operator
which gives paired h-Hopf ∗-algebroids.

Lemma 7.10. The h-Hopf algebroid �R(GL(n)) has a ∗-operator, denoted by †, defined on
the generators by μl( f )† = μl( f̄ ), μr( f )† = μr( f̄ ), and

t†i j =
μl
(
si
)

μr
(
s j
)ξı̂ĵdet−1,

(
det−1)† = det, (7.20)

where si(λ)= q2(1/n
∑n

k=1 λk−λi) and extended as an C-antilinear algebra anti-homomorphism.

Proof. The proof follows the lines of the proof of Lemma 6.1. On dynamical quantum
minor determinants we have

(
ξIJ
)† = μl

(
sI
)

μr
(
sJ
)ξI

c

Jc det−1, (7.21)

where sI(λ)= q2(#I/n
∑n

k=1 λk−
∑

i∈I λi). This follows using sI\{i}s{i} = sI . From the claim it fol-
lows that † is an involution. Indeed, since μl/r(sI)det = detμl/r(sI) and s{1,...,n} = 1, we
have

(
t†i j
)† =

(
μl
(
si
)

μr
(
s j
)ξı̂ĵdet−1

)†
= det

μl
(
sı̂
)

μr
(
sĵ
) ti jdet−1 μl

(
si
)

μr
(
s j
) = ti j . (7.22)

Since the∗-operator∗ preserves the commutation relations and (ti j)†=(μl(si)/μr(s j))(ti j)∗

it follows directly from R
xy
ab = 0 if ω(x) +ω(y) �= ω(a) +ω(b) that † preserves the RLL-

relations. By direct computations we can check ε ◦ † = ∗Dh∗ ◦ ε and (†⊗†) ◦Δ = Δ ◦ †
on the generators and so on �R(GL(n)). �

Theorem 7.11. (�R(GL(n))cop,†) and (�R(GL(n)),∗) are paired as h-Hopf∗-algebroids.

Proof. From Lemma 7.10 it follows that it remains to prove (7.3) for generators. We have
to check this relation for five nontrivial cases: (X ,a)= (tii, tii), (tii, t j j), (ti j , ti j), (det−1, tii)
and (tii,det−1) for i �= j. We give the proof of the second case, which is the most involved
one, in detail; the others can be proved analogously. Since Tω(̂ı)si(λ) = si(λ)q2(1−1/n),
Tω(ĵ)si(λ)= si(λ)q−2/n, for i �= j, we have

〈
t†ii , t j j

〉= si(λ)−1〈ξı̂ı̂ , t j j
〉
Tω( j)

〈
det−1, t j j

〉
si(λ)q2(1−1/n)

= si(λ)−1q1/nT−ω(̂ı)+ω(ĵ)si(λ)q2(1−1/n) = q−1/nTω(i)−ω( j).
(7.23)

For i < j we also have

〈
tii,S

(
t j j
)∗〉=

〈

tii, t j j
μl
(

sign(ĵ;{ j}))
μr
(

sign(ĵ;{ j}))
�

= sign(ĵ;{ j})(λ−ω( j)
)
q−1/nT−ω(i)−ω( j) sign(ĵ;{ j})(λ)−1

= q−1/n sign(ĵ;{ j})(λ−ω( j)
)

sign(ĵ;{ j})(λ−ω(i)−ω( j)
)T−ω(i)−ω( j) = q−1/nT−ω(i)−ω( j),

(7.24)
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since sign(ĵ;{ j}) is independent of λi if i < j. For i > j we get

〈
tii,S

(
t j j
)∗〉= sign(ĵ;{ j})(λ−ω( j)

)
q−1/ng

(
λj − λi

)
T−ω(i)−ω( j) sign(ĵ;{ j})(λ)−1

= q−1/ng
(
λj − λi

) sign(ĵ;{ j})(λ−ω( j)
)

sign(ĵ;{ j})(λ−ω(i)−ω( j)
)T−ω(i)−ω( j)

= q−1/ng
(
λi− λj

)h
(
λi− λj + 1

)

h
(
λi− λj

) T−ω(i)−ω( j) = q−1/nT−ω(i)−ω( j),

(7.25)

where we use (2.15) in the last equality. So T−ω( j)〈tii,S(t j j)∗〉∗T−ω( j) = q−1/nTω(i)−ω( j)

which proves the second case. �

Remark 7.12. Instead of the relation (7.3) we can also require the pairing and∗-operator
to satisfy a similar relation where ∗ and S are interchanged in the right-hand side; see
[21]. Also with that relation, the cobraiding (7.7) on the dynamical GL(n) quantum
group is not a pairing on the level of h-Hopf algebroids with the same ∗-operator ∗ on
�R(GL(n))cop and �R(GL(n)).
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