
IJMMS 29:3 (2002) 133–142
PII. S0161171202011316

http://ijmms.hindawi.com
© Hindawi Publishing Corp.

GLOBAL ASYMPTOTIC STABILITY OF INHOMOGENEOUS
ITERATES

YONG-ZHUO CHEN

Received 3 January 2001

Let (M,d) be a finite-dimensional complete metric space, and {Tn} a sequence of uniformly
convergent operators on M . We study the non-autonomous discrete dynamical system
xn+1 = Tnxn and the globally asymptotic stability of the inhomogeneous iterates of {Tn}.
Then we apply the results to investigate the stability of equilibrium of T when it satisfies
certain type of sublinear conditions with respect to the partial order defined by a closed
convex cone. The examples of application to nonlinear difference equations are also given.
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1. Introduction. Let (M,d) be a finite-dimensional complete metric space. Kruse

and Nesemunn [7] discussed the global asymptotic stability of the equilibrium of

a discrete dynamic system xn+1 = Txn in (M,d). In particular, they chose for d
the Thompson’s metric to generalize the strong negative feedback property of the

nonlinear difference equations and proved the global stability of the equilibrium of

a Putnam difference equation.

In this paper, we study the non-autonomous discrete dynamical system xn+1 =
Tnxn in (M,d). When {Tn} has “the bounded orbit property” (to be explained in

Section 2) and uniformly converges to a mapping T which satisfies certain contractive

condition with respect to its equilibrium, we show that the equilibrium is globally as-

ymptotic stable under the inhomogeneous iterates of {Tn}, which is our main result of

Section 2. In Section 3, we apply that result to investigate the stability of equilibrium

of T when it satisfies certain type of sublinear conditions with respect to the par-

tial order defined by a closed convex cone. The examples of application to nonlinear

difference equations are given in Section 4.

2. Stability of the inhomogeneous iterates in metric space. In this section, (M,d)
stands for a finite-dimensional complete metric space.

Lemma 2.1. Let T :M →M be continuous and x∗ a fixed point of T in M . Suppose

that there exists some integer k > 1 such that

d
(
Tkx,x∗

)
<d

(
x,x∗

)
, x ≠ x∗. (2.1)

Then for any bounded subset B⊂M withx∗ �∈ B̄, there exists r =r(B,k)∈(0,1) such that

d
(
Tkx,x∗

)≤ rd(x,x∗) (2.2)

for any x ∈ B.
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Proof. Without loss of generality, we assume that B is closed (otherwise, we can

take the closure of B since x∗ �∈ B̄). For each x ≠ x∗, let

r(x)= inf
{
α : d

(
Tkx,x∗

)≤αd(x,x∗)}. (2.3)

By (2.1), r(x) < 1. We claim that r(x) is continuous on B. For if not, there exist y0 ∈ B
and {yn} ⊂ B such that yn → y0 while ‖r(y0)− r(yn)‖ ≥ δ for some δ > 0 and all

n. Then there exists an infinite subsequence of {yn}, we still denote it by {yn} for

simplicity, such that either

(i) r(y0)−r(yn)≥ δ, or

(ii) r(y0)−r(yn)≤−δ.

In the case of (i), r(yn)≤ r(y0)−δ, then

d
(
Tkyn,x∗

)≤ r(yn)d(yn,x∗)≤ (r(y0
)−δ)d(yn,x∗). (2.4)

Letting n→∞, we have

d
(
Tky0,x∗

)≤ (r(y0
)−δ)d(y0,x∗

)
(2.5)

which contradicts with (2.3). In the case of (ii), r(yn)≥ r(y0)+δ. Hence

d
(
Tkyn,x∗

)≥ (r(y0
)+ δ

2

)
d
(
yn,x∗

)
. (2.6)

Letting n→∞, we have

d
(
Tky0,x∗

)≥ (r(y0
)+ δ

2

)
d
(
y0,x∗

)
(2.7)

which contradicts with (2.3) again. The claim is proved.

Since B is compact, we have r =max{r(x) : x∈B}<1. Equation (2.2) is proved.

Let φ : [0,∞)→ [0,∞) satisfy

φ(0)= 0, φ(t)≤ L(a,b)t ∀0<a≤ t ≤ b <∞, (2.8)

where L(a,b)∈ (0,1) is a constant depending on a and b.

We need the following lemma [1, Lemma 2.1] (cf. [4, Lemma 1] for related results).

Lemma 2.2. Let {an} and {bn} be two sequences of nonnegative real numbers that

satisfy

an+1 ≤φ
(
an
)+bn, n= 1,2, . . . . (2.9)

If {an} is bounded and bn→ 0, then an→ 0.

Let {Tn} be a sequence of operators on M . We say {Tn} has “the bounded orbit

property” [8] if for each x ∈ M , there exist y ∈ X and R(x) > 0 such that d(Tn ◦
···◦T1x,y) ≤ R(x) for n ≥ 1. The lumped operator T(m,k) (cf. [2, 3]) is defined by

T(m,k)= Tm+(k−1)◦Tm+(k−2)◦···◦Tm.
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Theorem 2.3. Let x∗ be a fixed point of T in M . Suppose that there exists some

integer k > 1 such that

d
(
Tkx,x∗

)
<d

(
x,x∗

)
, x ≠ x∗. (2.10)

Let {Tn} be a sequence of continuous operators on M . If the sequence of lumped oper-

ator {T(m,k)} converges to Tk uniformly on M as m→∞ (this assumption is particu-

larly fulfilled if {Tn} converges to T uniformly on M), and {Tn} has the bounded orbit

property, then limn→∞Tn ◦···◦T1x0 = x∗ for any x0 ∈M .

Proof. We proceed the proof in two steps.

Step 1. For any given x ∈ M and 0 ≤ i < k, denote Sm(i) = T(mk+ i,k), S = Tk,
y0 = S0(i)x, and ym+1 = Sm(i)ym, m = 0,1,2, . . . . Since {Tn} has the bounded orbit

property, {ym} is bounded. In view of Lemma 2.1, there exists aφwhich satisfies (2.8)

such that

d
(
ym+1,x∗

)≤ d(Sym,x∗)+d(Sym,Sm(i)ym)
≤φ(d(ym,x∗))+d(Sym,Sm(i)ym). (2.11)

Put am=d(ym,x∗) and bm=d(Sym,Sm(i)ym). The sequence {am} is bounded and

bm →∞, due to the uniform convergence. By Lemma 2.2, we get limm→∞d(ym,x∗)= 0.

Step 2. Denote x1 = T1x0 and xn+1 = Tnxn, n= 1,2, . . . . For any natural number n,

there exist nonnegative integers m(n) and i(n) with 0 ≤ i(n) < k such that n =
m(n)k+i(n), and m(n)→∞ as n→∞. Observing xn = Sm(n)(i(n))◦Sm(n)−1(i(n))◦
···◦S0(i(n))◦Ti(n)−1 ◦···◦T1x0 and using Step 1, limn→∞d(xn,x∗)= 0.

We get [7, Theorem 1] as a corollary to Theorem 2.3.

Corollary 2.4. Let x∗ be a fixed point of a continuous operator T in M . Suppose

that there exists some integer k > 1 such that

d
(
Tkx,x∗

)
<d

(
x,x∗

)
, x ≠ x∗. (2.12)

Then limn→∞Tnx0 = x∗ for any x0 ∈M .

Proof. We only need to let Tn = T for all n in Theorem 2.3, and observe that in

this case, {Tn} automatically has the bounded orbit property due to the contractive

assumption on T .

3. Stability in ordered Banach spaces. In this section, B stands for a real finite-

dimensional Banach space partially ordered by a closed convex cone P having non-

empty interior
◦
P . We write x ≤ y if y −x ∈ P , and x� y if y −x ∈ ◦

P . Two points

x,y ∈ P −{0} are called comparable if there exist positive numbers λ and µ such

that λx ≤ y ≤ µx. This defines an equivalent relationship, and splits P − {0} into

disjoint components of P . The interior
◦
P is a component of P if

◦
P ≠∅. Since any finite-

dimensional cone is normal (see [6], [7, Proposition 1.1]), we can assume the norm is

monotone, that is, x ≤ y implies ‖x‖ ≤ ‖y‖ (otherwise, we can take an equivalent

norm which is monotone). Let Br (x) denote the ball {y ∈ B : ‖y−x‖< r}.
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Let x,y ∈ C , where C is a component of P , and

M
(
x
y

)
= inf{λ : x ≤ λy}, M

(
y
x

)
= inf{µ :y ≤ µx}. (3.1)

Thompson’s metric is defined by

d̄(x,y)= ln
{

max
[
M
(
x
y

)
,M
(
y
x

)]}
, (3.2)

where d̄(x,y) is a metric on C , C is complete with respect to d̄ due to [9, Lemma 3].

We need the following lemma proved by Krause and Nussbaum [5, Lemma 2.3].

Lemma 3.1. (i) Let x,y ∈ ◦
P and r > 0 be a number such that the closed norm ball

of radius r and center x and y , respectively, is contained in P . Then

d̄(x,y)≤ ln
(

1+ ‖x−y‖
r

)
. (3.3)

(ii) If P is a normal cone and the norm is monotone on P , then for x,y ∈ P−{0},

‖x−y‖ ≤ (2ed̄(x,y)−e−d̄(x,y)−1
)
min

{‖x‖,‖y‖}. (3.4)

Theorem 3.2. Let x∗ ∈ ◦
P be a fixed point of a mapping f on

◦
P , and fn :

◦
P → ◦

P ,

n≥ 1, be a sequence of mappings. There exists an integer k > 0 such that the sequence

of lumped mappings {F(m,k)} converges uniformly to fk on
◦
P as m → ∞, where

F(m,k)= fm+(k−1) ◦fm+(k−2) ◦···◦fm (this assumption is particularly fulfilled if {fn}
converges to f uniformly on

◦
P ). Suppose that

(i) for all t ∈ (0,1),

y ≥ tx∗ implies fk(y)� tx∗ (3.5)

and for all s > 1,

y ≤ sx∗ implies fk(y)� sx∗, (3.6)

where y ∈ ◦
P ,

(ii) there exist real numbers a > 0, b > 0, and e ∈ ◦
P such that ae ≤ fk(x) ≤ be for

all x ∈ ◦
P .

Then limn→∞fn ◦fn−1◦···◦f1(x)= x∗ for any initial point x ∈ ◦
P .

Proof. Since ae ∈ ◦
P , there exists r > 0 such that Br (ae) ⊂ P . Let x ∈ ◦

P and w ∈
Br (f k(x)), that is, w = fk(x)+ z for some z with ‖z‖ < r . Now w = fk(x)+ z ≥
ae+z ∈ P due to Br (ae) ⊂ P . Hence w ∈ P , so that Br (f k(x)) ⊂ P . For this r > 0,

there exists N > 0, such that F(m,k)(x)∈ Br (f k(x)) for all m>N and x ∈ ◦
P by the

uniform convergence. In view of (3.3), the uniform convergence of {F(m,k)} to fk in

norm implies the uniform convergence of {F(m,k)} to fk in d̄ as m→∞.

We can choose N > 0 large enough such that d̄(F(m,k)(x),f k(x)) < ln(b/a) for

all m>N and x ∈ ◦
P . Noting that ae ≤ fk(x)≤ be for all x ∈ ◦

P implies d̄(f k(x),e)≤
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ln(b/a) for all x ∈ ◦
P , we have d̄(F(m,k)(x),e) ≤ 2ln(b/a) for all x ∈ ◦

P and m>N.

So that for n>N+k,

d̄
(
fn ◦fn−1◦···◦f1(x),e

)≤ 2ln
b
a
. (3.7)

For a given x ∈ B, let

R(x)=max
{
d̄
(
f1(x),e

)
, d̄
(
f2◦f1(x),e

)
, . . . , d̄

(
fN+k◦···◦f2◦f1(x),e

)
,2ln

b
a

}
. (3.8)

Therefore {fn} has the bounded orbit property with respect to d̄.

Let x ∈ ◦
P and x ≠ x∗. We discuss it in two cases:

Case 1 (M(x/x∗) ≥ M(x∗/x)). Then M(x/x∗) > 1 (M(x/x∗) ≠ x∗ since x ≠
x∗). Note that x ≤ M(x/x∗)x∗ implies that fk(x) � M(x/x∗)x∗ by (3.6). Hence

M(fk(x)/x∗) <M(x/x∗). On the other hand, x≥M(x∗/x)−1x∗≥M(x/x∗)−1x∗ im-

plies that fk(x)�M(x/x∗)−1x∗ by (3.5). It follows that M(x∗/fk(x)) <M(x/x∗).
Case 2 (M(x/x∗) <M(x∗/x)). ThenM(x∗/x)>1. Now x≥M(x∗/x)−1x∗ implies

that fk(x)�M(x∗/x)−1x∗ by (3.5). So that M(x∗/fk(x)) <M(x/x∗). On the other

hand, x ≤ M(x/x∗)x∗ < M(x∗/x)x∗ implies that fk(x)� M(x∗/x)x∗. Therefore

M(fk(x)/x∗) <M(x∗/x).
Combining the above, we have d̄(f k(x)/x∗) < d̄(x/x∗). Using Theorem 2.3,

limn→∞ d̄(fn ◦ fn−1 ◦ ··· ◦ f1(x),x∗) = 0 for any initial point x ∈ ◦
P . An application

of Lemma 3.1(ii) concludes the proof.

From the proof of Theorem 3.2, it is clear that the assumption (ii) in that theorem

only used to guarantee the uniform convergence of {fn} to f in d̄ and the bounded

orbit property of {fn}. Hence in the case of considering only a single mapping f
instead of a sequence of convergent mappings, we can dispense that assumption and

have the following corollary.

Corollary 3.3. Let f :
◦
P → ◦

P be a mapping with a fixed point x∗ ∈ ◦
P . Suppose that

there exists an integer k > 0 such that

y ≥ tx∗ implies fk(y)� tx∗ (3.9)

for all t ∈ (0,1), and

y ≤ sx∗ implies fk(y)� sx∗ (3.10)

for all s > 1, where y ∈ ◦
P . Then limn→∞fnx = x∗ for any x ∈ ◦

P .

4. Examples. For a positive integer k, let Rk be partially ordered by

Rk+ =






u1

...

uk


 :ui ≥ 0, i= 1, . . . ,k


 . (4.1)
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We denote

intRk+ =






u1

...

uk


 :ui > 0, i= 1, . . . ,


 . (4.2)

Example 4.1. Suppose that f : intR2+→(0,∞) is a nondecreasing function such that

f(tx,tx)≥ tf (x,x) ∀t ∈ (0,1) (4.3)

with

lim
x→∞f(x,x)=∞, lim

x→0
f(x,x)= 0. (4.4)

Some simple examples of such functions can be f(x,y)=√xy , or f(x,y)= x+√y ,

and so forth.

Consider the nonlinear difference equation

xn+1 = af
(
xn,xn−1

)+b
cf
(
xn,xn−1

)+d , n= 0,1,2, . . . , (4.5)

with positive initial conditions x−1 and x0, where a, b, c, and d are positive numbers

and ad−bc > 0. Denoting

F(x)= af(x,x)+b
cf(x,x)+d , x > 0, (4.6)

we have the following lemma.

Lemma 4.2. (i) F is nondecreasing on (0,∞).
(ii) limx→∞F(x)= a/c and limx→0F(x)= b/d.

(iii) For t ∈ (0,1), F(tx) > tF(x).
Proof. The proof of (i) follows from the nondecreasing assumption on f and the

fact that (au+b)/(cu+d) is increasing when ad−bc > 0.

The proof of (ii) follows from (4.4).

To prove (iii), observe that

F(tx)= af(tx,tx)+b
cf(tx,tx)+d ≥

atf(x,x)+b
ctf(x,x)+d >

atf(x,x)+b
cf(x,x)+d

= t af(x,x)+b/t
cf(x,x)+d > t

af(x,x)+b
cf(x,x)+d

= tF(x),

(4.7)

for t ∈ (0,1).
Equation (4.5) can be associated with the mapping T : intR2+ → intR2+ by

T
(
u1

u2

)
=



u2

af
(
u2,u1

)+b
cf
(
u2,u1

)+d


 . (4.8)
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It is clear that x̄ is an equilibrium of (4.5) if and only if
(
x̄
x̄

)
is a fixed point of T , and

x̄ is globally asymptotically stable if and only if
(
x̄
x̄

)
is an attracting fixed point of T .

In the following, suppose that x̄ is an equilibrium of (4.5), that is, x̄ = F(x̄).
For

(
y1
y2

)
≥ t

(
x̄
x̄

)
, t ∈ (0,1),

T
(
y1

y2

)
≥ T

(
tx̄
tx̄

)
=

 tx̄
af
(
tx̄,tx̄

)+b
cf
(
tx̄,tx̄

)+d


=

(
tx̄

F
(
tx̄
)
)
,

T 2

(
y1

y2

)
≥



F
(
tx̄
)

af
(
F
(
tx̄
)
, tx̄

)+b
cf
(
F
(
tx̄
)
, tx̄

)+d


≥




F
(
tx̄
)

af
(
tF
(
x̄
)
, tx̄

)+b
cf
(
tF
(
x̄
)
, tx̄

)+d




=
(
F
(
tx̄
)

F
(
tx̄
)
)
� t

(
F
(
x̄
)

F
(
x̄
)
)
= t

(
x̄
x̄

)
.

(4.9)

Noting that Lemma 4.2(iii) implies F(sx) < sF(x), for s > 1. Then for
(
y1
y2

)
≤ s

(
x̄
x̄

)
,

s > 1,

T
(
y1

y2

)
≤ T

(
sx̄
sx̄

)
=

 sx̄
af
(
sx̄,sx̄

)+b
cf
(
sx̄,sx̄

)+d


=

(
sx̄

F
(
sx̄
)
)
,

T 2

(
y1

y2

)
≤



F
(
sx̄
)

af
(
F
(
sx̄
)
,sx̄

)+b
cf
(
F
(
sx̄
)
,sx̄

)+d


≤




F
(
sx̄
)

af
(
sF
(
x̄),sx̄

)+b
cf
(
sF
(
x̄
)
,sx̄

)+d




=
(
F
(
sx̄
)

F
(
sx̄
)
)
� s

(
F
(
x̄
)

F
(
x̄
)
)
= s

(
x̄
x̄

)
.

(4.10)

Hence we can apply Corollary 3.3 to conclude that x̄ is globally asymptotically sta-

ble.

In the numerical calculations, there will be some round-off errors. Hence we may

consider the following perturbed equations of (4.5):

xn+1 = af
(
xn,xn−1

)+b
cf
(
xn,xn−1

)+d +εn, n= 0,1,2, . . . , (4.11)

with positive initial conditions x0 and x1, where a, b, c, and d are positive numbers,

ad−bc > 0, and εn ≥ 0. Equation (4.11) is associated with the mappings Tn : intR2+ →
intR2+ by

Tn

(
u1

u2

)
=



u2

af
(
u2,u1

)+b
cf
(
u2,u1

)+d +εn

 . (4.12)

Suppose that εn → 0. Then Tn converges to T uniformly on intR2+ as n → ∞. The

arguments of Lemma 4.2(i) and (ii) tell us that

b
d

(
1
1

)
≤ T 2

(
u1

u2

)
≤ a
c

(
1
1

)
. (4.13)
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Thus, Theorem 3.2 can be applied and

lim
n→∞Tn ◦Tn−1◦···◦T1

(
x−1

x0

)
=
(
x̄
x̄

)
(4.14)

for any initial
(
x−1
x0

)
∈ intR2+, that is, the recursive sequence {xn} defined by (4.5) also

converges to x̄ for any positive initial conditions x−1 and x0.

Example 4.3. As the second example of application, we will discuss the following

rational recursive sequence which is investigated in [5, pages 59–64]:

xn+1 = a+
∑k
i=0aixn−i

b+∑k
i=0bixn−i

, n= 0,1, . . . , (4.15)

where k is a nonnegative integer,

a0, . . . ,ak,b0, . . . ,bk ∈ [0,∞), a,b ∈ (0,∞),
k∑
i=0

ai = 1, B =
k∑
i=0

bi > 0,
(4.16)

and where the initial conditions x−k, . . . ,x0 are positive numbers.

Kocić and Ladas, in [5], proved that the unique positive equilibrium

x̄ = 1−b+√(1−b)2+4aB
2B

(4.17)

of (4.15) is globally asymptotically stable if b > 1. We are going to show that it is

globally asymptotically stable also if b ≥ aB and ai ≥ bi/B, i = 0, . . . ,k, by using

Corollary 3.3.

Equation (4.15) is associated with the mapping T : intRk+1+ → intRk+1+ by

T




u0

...

uk−1

uk


=




u1

...

uk

a+∑k
i=0aiuk−i

b+∑k
i=0biuk−i



. (4.18)

For
(y0...
yk

)
≥ t

( x̄...
x̄

)
, t ∈ (0,1), let y∗ = ∑k

i=0aiyk−i and y∗ = 1/B
∑k
i=0biyk−i. It is

clear that y∗ ≥y∗ ≥ tx̄ since ai ≥ bi/B and yi ≥ tx̄. Now

T




y0

...

yk−1

yk


=




y1

...

yk

a+∑k
i=0aiyk−i

b+∑k
i=0biyk−i



=




y1

...

yk
a+y∗
b+By∗



=




y1

...

yk
yk+1


 , (4.19)

where yk+1 = (a+y∗)/(b+By∗)= (a+
∑k
i=0aiyk−i)/(b+

∑k
i=0biyk−i).
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Let h(x)= (a+x)/(b+Bx). Similar to Lemma 4.2(i) and (iii), we can prove that h(x)
is nondecreasing since b ≥ aB, andh(tx)= t(a/t+x)/(b+Btx) > t(a+x)/(b+Bx)=
th(x) for t ∈ (0,1) and x > 0. Then yk+1 ≥ (a+y∗)/(b+By∗) = h(y∗) ≥ h(tx̄) >
th(x̄)= tx̄.

Repeating the above argument for y1, . . . ,yk+1 yields

yk+2 = a+
∑k
i=0aiy(k+1)−i

b+∑k
i=0biy(k+1)−i

≥ h(tx̄) > tx̄,

T 2




y0

...

yk−1

yk


= T




y1

...

yk
yk+1


=




y2

...

yk+1

yk+2


 .

(4.20)

Continuing the above procedure, we can prove that

Tk+1



y0

...

yk


=



yk+1

...

y2k+1


≥



h
(
tx̄
)

...

h
(
tx̄
)


� t



x̄
...

x̄


 , (4.21)

where

yk+j = a+
∑k
i=0aiy(k+j−1)−i

b+∑k
i=0biy(k+j−1)−i

≥ h(tx̄) > tx̄, j = 1, . . . ,k+1. (4.22)

By a similar argument as above and usingh(sx) < sh(x) for s>1 and x>0, we have

Tk



y0

...

yk


≤



h
(
sx̄
)

...

h
(
sx̄
)


� s



x̄
...

x̄


 (4.23)

for s > 1.

Therefore, x̄ is globally asymptotically stable by Corollary 3.3. In the same spirit of

Example 4.1, this stability will be preserved for sufficiently small perturbations, due

to Theorem 3.2.
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