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2 VIJAY GUPTA, MUHAMMAD ASLAM NOOR, MAN SINGH BENIWAL, AND M. K. GUPTA

1. INTRODUCTION

For
feC,0,00) ={f €C0,00): [f(t)] < M
for someM > 0,~ > 0} we consider a certain type of Baskakov-Durrmeyer operator as

(L1) Bulf(0):0) = 3 prs(o) [ bus®f 0t + (1-+.2) 10

_ /0 S W (e ) f(1)dt
where

n+k—1 xk
pn,k('T) = ( k ) W’
) B 1 th!
nalt) = B(n+1,k) (1+ t)»t++1

and

Wz, t) = pup(@)bai(t) + (L +2)7"0(),
k=1

J(t) being the Dirac delta function. The norrfj-- ||, on the class’,[0, o) is defined as
£l = sup 7).

The operators defined by (1.1) are the integral modification of the well known Baskakov
operators with weight functions of some Beta basis functions. Very recently Finta [2] also
studied some other approximation properties of these operators. The behavior of these operators
is very similar to the operators recently introduced.in [6], [9] and also studied in [8]. These
operators reproduce not only the constant functions but also the linear functions, which is the
interesting property of such operators. The other usual Durrmeyer type integral modification
of the Baskakov operators!|[5] reproduce only the constant functions, so one can not apply the
iterative combinations easily to improve the order of approximation for the usual Baskakov
Durrmeyer operators. For recent work in this area we referto [7]. In the present paper we study
some direct results which include pointwise convergence, asymptotic formula, error estimation
and inverse theorem in the simultaneous approximation for the unbounded functions of growth
of ordert”.

2. BAsic REsuLTS

In this section we mention certain lemmas which will be used in the sequel.

Lemma 2.1([3]). For m € N U {0}, if them' order moment be defined as

o) = Spuato) (3 =)

thenU,, o(z) = 1,U,1(x) =0and
nUpms1(z) = 2(1 4+ x)(Unlm(x) + mU, m-1(x)).

Consequently we havg, ,,,(z) = O (n~[(m+D/2)),
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Lemma 2.2. Let the functior?;, ,,(x), m € N U {0}, be defined as
Tom(z) = Bo((t — z)")

=Y Puil(@) /O ) by (t)(t — 2)™dt + (1 + z) " (—2)™.

ThenT, o(z) =1,T,1 =0,T,2(z) = 2211) and also there holds the recurrence relation

n—1

(n—m)Lyme1(z) = 2(1 4+ 2) \_T(l) (x) + 2an7m_1(:1:)J + m(1 4 22)T, ().

n,m

Proof. By definition, we have

T = S pihie) [ buate)e -t
—m Y poslx) /OOO bk () (t — )™ dt

Using the identities
2(1+2)p(x) = (k = na)p,u(z)

and
L+ (0) = [(k = 1) = (n+ 2)t]b, (1),
we have
2(1+ @) [T, (2) + m Ty s (2)]
= anvk(x) /Oo(k —nx)b, 1 (1)t — 2)"dt +n(1 + )" (—z)"
k=1 0
= pnvk(x)/oo [(k—l)—(n+2)t—|—(n+2)(t—x)
k=1 0
+ (14 22) ] by e (8) (¢ — 2)™dt + n(1 4 )" (—z)™
= i Poi() / b 1+ 1)) (8) (¢ — )™ dt
+ (n+2) [Ty () = (1 +2) 7" (=)™
+ (14 22) [T m(2) — (1 +2) 7" (=2)"] + n(1 + 2) 7" (—2)" "
= —(m+ 1)1+ 22)[Thm(z) — (1 +2) " (—2)™]
— (m+2)[Tpmir — (1+2) " (=)™
— mir(1 4+ @) [T () — (L4 2) " (=)™
+ (n+2)[Tymir — (1+2) 7" (—2)"]
+ (14 22) [Ty (@) — (L+2) 7" (=2)"] + n(l +2) 7" (=2)™"".
Thus, we get
(n—m)Tmi1(z) = (1 + x)[Télm(a:) + 2mT -1 ()] + m(1 + 22) T, m ().
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This completes the proof of recurrence relation. From the above recurrence relation, it is easily
verified for allz € [0, o) that

Tom(z) = O(nf[(m+1)/2]>.

Remark 2.3. Itis easily verified from Lemmp 2.1 that for eacte (0, o)
(n+1i—1)!(n—1)! (n+1i—2)(n—1)!
nl(n —1)! nl(n —1)!

Corollary 2.4. Let¢ be a positive number. Then for eveyy> 0,z € (0,00), there exists a
constant) (s, z) independent of and depending os andx such that
< M(s,x)n™°, s=1,2,3,...

/ Wi (, )0t
[t—2|>6 Cla,b]

Lemma 2.5. There exist the polynomialg; ; ,(x) independent of and k& such that
{z(1+2)} D" [pok(@)] = Y n'(k —na) Qijr(x)pnk(@),

2i+4j<r
4,520

B,(t' x) = a' 4 (i — 1)

271+ 0n7?).

whereD = di.
€T

By Cy, we denote the class of continuous functions on the intéfyak) having a compact
support and’} is the class of times continuously differentiable functions witj  C,. The
function f is said to belong to the generalized Zygmund clasg o, 1, a, b), if there exists a
constantV/ such thatuy(f,§) < Md*, § > 0, wherews( f, §) denotes the modulus of continuity
of 2nd order on the intervgl, b]. The classLiz(«,1,a,b) is more commonly denoted by
Lip* (v, a,b). Supposes™) = {g: g € C5*2 suppg C [d/,¥] where[d', V] C (a,b)}. Forr
times continuously differentiable functiorfswith supp f C [d/, '] the Peetre’s K-functionals
are defined as

K,(§, f) = inf [Hf(r) - g(r)HC[a/,b/] +& {Hg(r)HC[a’,b’} + Hg(rH)HC[a/,b/]H ; 0<f<L

gGG(T‘)
For0 < a < 2, C§(a, 1, a,b) denotes the set of functions for which

sup £ 2K, (€, f,a,b) < C,

0<¢<1

Lemma 2.6.Let0 < @’ < a” < b < ¥ <b < ooandf" e Cywithsupp f C [a”, V]
and if f € Cj(a,1,d',V'), we havef") ¢ Liz(a,1,d,V)ie. f7) € Lip*(a,d,t') where
Lip*(a,d’, ') denotes the Zygmund class satisfyiig s, f) < C5°/2.

Proof. Let g € G, then forf € O"(a, 1, a',bt'), we have
(2570 (@)] < | A5(F g<r>><x>| + 239" ()|
<23 = 0| gy + 6 9l
S 4M1Kr(527 f) S M25a-

[a”,b']

O

Lemma 2.7.1f f isr times differentiable off), co), such thatf"~Y = O(t%),a > 0 ast — oo,
thenforr =1,2,3,... andn > o + r we have

Zka / b rosr (£ f ) (£)dL

_(n+r—=1in—r)
B nl(n —1)!
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Proof. First
2 =Y 0@ [ bas) Ot = n(1+ )1 (0)
k=1 0

Now using the identities

(2.1) P (@) = n[Pasie-1(2) = Psri(@)],
(2.2) b0 (1) = (14 1) Bagapa () — bayra(t)].

for £ > 1, we have
BY(f,2) fj Al ie) = pos(@)] [ bual) 0 =01+ 0)
—— / b (O ()t~ n(1 +2)f(0)
n kf;pnﬂ,k(x) [ a0 = bustol sy
=n(l+xz)"! /Ooo(n + 1)(148) " 2f(t)dt — n(1 +2) "L £(0)
n gpnﬂ,k(x) [ S s
Integrating by parts, we get
O(f2) = (1 +2) O (10 [ @) O

—n(l1+z)"1£(0) +an+1k / et (£) fU (Bt

o

Z Pn1k( /OO n— 1,k+1(t)f(1)(t)dt.

k=0

Thus the result is true far = 1. We prove the result by induction method. Suppose that the
result is true for = ¢, then

015, = PGS iao) [ O

nl(n —1)!
Thus using the identitie§ (2.1) arjd (2.2), we have

B{Y(f,x)
— (n ‘f‘;'(_nlz (17; —1)! Z(n + i)[pn+i+1,k—1($) — pn+i+17k(x)] /00 bn—i,k+i(t>f(i) (t)dt
' ’ k=1 0

(n+i—1)(n—1q)!
nl(n —1)!

(—(n+i)(1+2)""h /Ooo by_ia(t) fO()dt
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= (n;!(g!(_nl;!i)!pmm,o(x) /O ) byiir1 (8) fO ()t
- (nJ(Z!(_”g,"’!pnﬂ-ﬂ,o(x) | st Oara
(n;zn_n 1_2 an+z+1k / Briserist (t) = buoigeri (£)] f O (£)dt
_ :, (Zzl(_n1;!1>!pn+i+1,o(x) /0 T T 1_ i)bg”“ﬂ. (OO (b)dt
+ (n:!(?ﬁ;i)! ipn+i+1,k(l') /Ooo e 1_ i)bg)il,kHJrl(t)f(i) (t)dt.

k=1

Integrating by parts, we obtain

, n+z n—z—l
B (f,x) = ( an+z+1 k(T / bn—i—l,k+i+1(t)f(l+l)(ﬂdt
This completes the proof of the lemma.

3. DIRECT THEOREMS
In this section we present the following results.
Theorem 3.1.Let f € C,[0, ) and f) exists at a point: € (0, c0). Then we have
BY(f.x) = f7 ()
asn — oo.
Proof. By Taylor expansion of, we have

" O (g ,
f(t)zzf { )<t—x)l+s<t,x)(t—x)r,

ol
i=0

wheres(t, x) — 0 ast — x. Hence

- / ) Wéﬂ (t,2) £ (1)t

/W(Tt:c dt+/ W (t, x)e(t, z)(t — x)"dt
:IR1+R2.

First to estimate®;, using the binomial expansion ¢f — )’ and Remark 2|3, we have

fO () (i .
Rl—; A Z(U) aﬂ/ W (t, )t dt

O [<n+r—1>< )l

x" + terms containing lower powers o

rl o dxr n!(n —1)!
ol
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asn — oo. Next applying Lemma 2|5, we obtain

Ry = / W (t, x)e(t, z)(t — x)"dt,

Rl< Y ”{fgiﬁx} Zm—mvpnk( )

2i+j<r

i,5>0
(n+7r+1)!

/0 b (B)le(t )t — al"dt + -

The second term in the above expression tends to zeto-asx. Sinces(t,z) — 0 ast — x
for a givene > 0 there exists & such that|s(¢,z)| < ¢ whenever) < |t — z| < 0. If
a > max{vy,r}, wherea is any integer, then we can find a constaft > 0, [e(t,z)(t —z)"| <
M|t — x|*, for |t — x| > J. Therefore

|Ro| < Mj Z ank )|k — nxl’

2i4+5<r
%,j7>0

X {5/ bn,k(t)|t—x|’"dt+/ bn,k(t)yt—wdt}
[t—z|<d [t—z|>6

= Rg + R4.
Applying the Cauchy-Schwarz inequality for integration and summation respectively, we obtain

1

Ry<eM; Y ni{zpn,k(:ﬁ)( — nx) } {ZM / (t)(t—x)”dt} .

21+g>§0r
Using Lemma 2]1 and Lemma 2.2, we get
Ry =¢-0(n"?)O(n™"*) =¢-o(1).
Again using the Cauchy-Schwarz inequality, Lenjma 2.1 and Cor¢llajy 2.4, we get

R4 < M4 Z ank |k’ — nI|j/ bn,k(t”t — Jf|adt

(14+2)""|e(0,x)|z"

2i4+3<r |t—£€|26
1,720
} }
<My ) n ank )k — nalf {/ bn,k(t)dt} {/ b1 (£)(t — x)Q"‘dt}
2i4j<r [t—z|>d |t_$|25
7,7 >0
<My )y, n {anws)(k - m%} {me / b (1) (£ as)zadt}
2i+j<r k=1 k=1 0
i,j>0
= Y n'0m?)0(n ) = 0(n"="?) = o(1).
2i+75<r
1,7 >0
Collecting the estimates d@t, — R,, we obtain the required result. O

Theorem 3.2.Let f € C,[0,00). If f0"+2) exists at a point: € (0, 00). Then
lim n [BY(f,z) — [ (x)]

= r(r —1)f(x) +r(1 +22) fO (@) + 21+ 2) fOD (2).
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Proof. Using Taylor’s expansion of, we have

r+42 (i) x ‘
£ =3 28— 2y 4 <) - 2,

wheree(t,z) — 0 ast — x ande(t,x) = O((t — x)7), t — oo for v > 0. Applying Lemma
[2.2, we have

r+2 () T 0o ‘
—n [Zf @'( ) /0 W (t, 2)(t — z)idt — [T (z)

+ n/ W (t, x)e(t, z)(t — )" 2dt
0

= E1 + EQ.
First, we have
r+2 i
f J —
El—nz 2 (;) / WOt 2)tdt — nf® (z)
(7‘) (r+1)
- rf‘”)n (B0 2) = (o8] + L [+ 0= B0 ) + B )
JO) [r+2)(r+1) 50y (") 4rt1 s
+ <T+2)!n{ 5 2? B, x) + (r + 2)(—2) B (" 2) + BO (172, 2) |

Therefore, by Remaitk 2.3, we have

B =) [P

L /@) {(m_l)(_x){(nJrr—l) (n—r)'}

(r+1)! nl(n —1)!
(n+r)ln—r—1) (n+r—1ln—-r—-1)!
+{ n!(n —1)! (r+ D+ (r+Lr nl(n —1)! T!}
nfr+2 () [(r +2)(r + 1)%2 (n+r—1)(n-— fr’)'r‘}
(r+2)! 2 n!(n —1)! '
T e
n+r+Dl(n—r—2)1r+2)! ,
N { nl(n —1)! 2

(n+r)l(n—r—2)!
nl(n —1)!

+(r+2)(r+1) (T+1)!xH +0(n™?).

In order to complete the proof of the theorem it is sufficient to show Hyat> 0 asn — oo

which easily follows proceeding along the lines of the proof of Thedrerh 3.1 and by using
Lemmd 2.1, Lemmga 2.2 and Lemina]2.5.
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Lemma 33.Let0 < a < 2,0 <a<d <a <V <V <b< oo If fe Cywith

suppj’c[a”JW]andHE%O(f,)——f“)(ﬂam__cxnfaﬂ%then

Ko (& f) = Ms {n="? +- n&K,(n™", )} .
Consequently,. (€, f) < Mg&*/2, Mg > 0.
Proof. It is sufficient to prove

Ko (&, f) = Mr{n™" + ng K, (n™", f)},

for sufficiently largen. Becausesupp f C [a”,1"] therefore by Theorer 3.2 there exists a
functionh® € G, i = r,r + 2, such that

B ) = |y < Mo
Therefore,
Ko(6, ) < 3Mon™ + [ B, o) = 10l g

Fe{IBOG g + 1B 9o -
Next, it is sufficient to show that there exists a consteli such that for each € G
@BY  BIPS O Mo |17 = 9 gy + 77 9" gy
Also using the linearity property, we have

(3.2) HB,([’“)(f )HC[af,bq < HBr(LHQ)(f -9 .>HC[a’,b’] + HBS"”)(Q, ')ch,b'] .

Applying Lemmg 2.5, we get

I

87‘+2

81’T+2

|Qwr+2( )|
xt‘dt< E E n'|k — nx|] o1+ 1)
2i4+5<r+2 k=1
1,720
42

xmﬂwlwmAWﬁ+$ﬁJﬂ+@%L

Therefore by the Cauchy-Schwarz inequality and Lerpmja 2.1, we obtain

(33) ||Br(LT) (f -9, .)HC[(J’,I)’] S Mlln Hf‘(T‘) - g("") Ho[a/b/] )
where the constanlt/;; is independent of andg. Next by Taylor's expansion, we have
rl @) (r+2)
g (:E) 7 g (5) r+2
t) = t— 0t~
olt) = 3 g
where¢ lies betweert andz. Using the above expansion and the fact that2- W, (xz, t)(t —

x)'dt = 0 for m > i, we get

87"—&-2
(3.4) HB(r+2 (g, HC (' p] = < My, Hg (r+2) Hc[a, v H/ $r+2 (z,t)(t — )r+2dt

Cla’ V']
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Also by Lemm4d 2.p and the Cauchy-Schwarz inequality, we have

EE/
0

S annk \k—nxv{'?ﬁ—j}%/Ooobn,k(t)@—x)r”dt

2i4+j<r+2 k=1
,j>0

dr+2

8r+2

axr+2

W, (z, t)‘ (t —x) "2at

IN

_|_

dxr+2 [(_x)H_Q(l + )"

Q’L T ]
<2 {lc 1J++; 2 (Zp"k —nx)2>

2i45<r+2
i,7>0

' @: ) /ooo POt x)2T+4dt) | </ooo bn,ku)dt) |

dr+2

N |=

+ )+ 2) 7

_ i |Qijri2(@)] /2 —(143
N 2i+j;+2 ! W0<n / )O <n ( )> .

i,7>0
Hence
(3.5) IBS2 (g, 0)||crarw) < Mis||g" | clar v

Combining the estimates df (3.2)-(B.5), we det|(3.1). The other consequence follows form [1].
This completes the proof of the lemma. O

Theorem 3.4.Let f € C,[0,00) and suppos® < a < a; < by < b < oco. Then for alln
sufficiently large, we have

_1 _
IBF0) = £y < mo (M (47074, ub) + Mg 11, ).
whereMyy = Myy(r), Mis = Mis(r, f).

Proof. For sufficiently smalb > 0, we define a functiorf, 5(¢) corresponding t¢ € C. [0, o)

by
fas(t) =0 /5/: AZf(t))dtydts,

Where7_7 = %, te [a_, b] andA%f(t) is the second forward difference ffwith step length;.
Following [4] it is easily checked that:

(i) f2,s has continuous derivatives up to ordéron [a, b],
ORI RSt “rwn(f,6.a,0),
(iii) || f - f2,6HCa1,b1/\§ M2w2(f, d,a,b),

(V) [If2llctar ey < Ms|[ f]l5,

where]\/fi, i = 1,2, 3 are certain constants that dependarb| but are independent ¢gfand
n [4].
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We can write
HBT(LT)(fa o) — f(r) HC[al,bl]
. - (r) r (r)
<NBO = Lo g+ [ B Gse) = 15+ =53],
= H1 -+ H2 + H3-

Sinceféf"d) = (f™),,(t), by property (iii) of the functiory, ;, we get

H3 < MWQ(f(T)a 57 a, b)
Next on an application of Theorgm B.2, it follows that

r+2
Hy < Mon 'S | 1)
j=r

Cla,b] ’

Using the interpolation property due to Goldberg and Meir [4], for eachr,r + 1,7 + 2, it

follows that
() < H (r+2) H .
Hf2 Clas,b1] 0 {||f2 sllcws + |72 Clab]

Therefore by applying properties (iii) and (iv) of the of the functifr, we obtain

Hy < M4 -0 || ||, + 6 2w (D, 6) ).

Finally we shall estimaté/,, choosing:*, b* satisfying the condition8 < a < a* < a; < by <
b* < b < co. Suppose)(t) denotes the characteristic function of the intefwal b*|, then

Hy < || BO @O () = f5):9) | ey
+ [ B =) (1) = f25(8): )] oy
=: Hy+ Hs.
Using Lemma 27, it is clear that
B ((8)(f() = fas(t)), )

(n+r—=1in—r)

[uy

nl(n —1)!

pr / ik (VO (1) — £ ).
Hence
B0 ~ Fasl®): Moy < W57 = 253,

Next forz € [a1,b] andt € [0, 00) \ [a*, b*], we choose &, > 0 satisfying|t — x| > ;.
Therefore by Lemmia 2.5 and the Cauchy-Schwarz inequality, we have

I=BY((1=o0)(f(t) = fas(t), z)

and

s Y pi Gl }Zm Dlk = nall [ a1 = G(O)FE) ~ sl

2’L+j<7” {ZC 1 + CU

i,5>0
(n+r—1)!

o DT L= O)F(0) = fas(O)]
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For sufficiently largen, the second term tends to zero. Thus

1< Wl S n ank )k — nal / b (1)

2i4j<r [t—2[>01
1,7>0
0o 1 00 1
< Myl fIl,67%™ Y ank )k — nal’ (/ bn,k(t)dt) (/ bn,k(t)(t—x)4mdt)
22?? 0 0
< M|l flher 3 n@'{zpn,m)(k—nx)?j} {anw) / bn,ku)(t—x)‘*mdt}
2itj<r k=1 k=1 0

Hence by using Lemnja 2.1 and Lemma 2.2, we have
1< M| 11,8720 (n+3=) < Mun || f]l,

whereq = m — Z. Now choosingm > 0 satisfyingg > 1, we obtain/ < J\/len—lufﬂy.
Therefore by property (iii) of the functiofi, s(¢), we get

+ MunY|f]l,

H, < M. H £
1 g || f™) fas Cla- ]
< Mlzwz(f ,5,a,b) + M11H_1||f|||v~

Choosingy = n~2, the theorem follows. O

4. INVERSE THEOREM
This section is devoted to the following inverse theorem in simultaneous approximation:

Theorem4.1.Let0 < a < 2,0 < a; < as < by < by < co and suppos¢ € C.,[0,00). Then
in the following statements) = (i7)

M) 1B (£, ®)llctar o = O(n=72),
(i) ) e Lip*(a, ag,bs),
whereLip*(a, as, by) denotes the Zygmund class satisfyindf, 0, as, bs) < M.

Proof. Let us choose’,a”, v, b" insuch away that; < a’ < a” < ay < by <V <V < by.
Also supposg € C§° with suppg € [a”,b"] andg(z) = 1 on the intervalasy, bs]. Forz € [d/, V']
with D = = 4 we have

B (fg,x) — (f9)"(x)
= D"(Bu((f9)(t) — (f9)(x)), )
= D"(Ba(f(t)(g(t) — g(x)), ) + D" (Bu(9(x)(f(t) — f(x)),x))
= Jl + JQ.
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Using the Leibniz formula, we have

h= g [ Wi s@late) - gl
= (0) [ Wit 0 at) - gt
==Y (1) @B+ [ W0 000 - o)
= Jz;— Ju

Applying Theoreny 34, we have

r—1

"N (r—i i —g
h==3 (1) " @@ +0 (%),
uniformly in = € [a/,¥']. Applying Theorenj 3]2, the Cauchy-Schwarz inequality, Taylor’s ex-
pansions off andg and Lemma 2]2, we are led to

Jy = Z L@@, |, (n7%)

i)
—~il(r—a)!

T r ' ~ a
=3 (1) d"@ @) +o(n7F),
=0
uniformly in x € [a/,¥']. Again using the Leibniz formula, we have
Jp = Z (%) /OO W2
—\i)Jo " T Qxri

=3 (1) o @BO) - (f0) )

?

lg(®)(f () — f(x))]dt

=3 (D) 6" @0 @) — (f9)@) + on)
~o( ),
uniformly in z € [@/,¥']. Combining the above estimates, we get
1B (F9.9) = (£9)" || ey = © (%)

Thus by Lemmd 2|5 and Lemnja .6, we haye)" < Lip*(a,d’, ') alsog(z) = 1 on
the interval(a,, by], it proves thatf") € Lip*(a, ay,by). This completes the validity of the
implication (i) = (i7) for the casé) < o < 1. To prove the result fot < a < 2 for any
interval [a*,b*] C (ay,b1), letal, b5 be such thatas, bs) C (al, b3) and(al, b5) C (af,b}).
Letting 0 > 0 we shall prove the assertian < 2. From the previous case it implies that)
exists and belongs taip(1 — d,a,b7). Let g € Cg° be such thay(z) = 1 on [ag, by] and
suppg C (a3, b3). Then withx,(¢) denoting the characteristic function of the interizgl, b7],
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we have

||B f97) (fg)(r)HC[ag,bz]

<|[D"[Bu(g(-)(f(t) = f()); O)]llctas by + 1D [Ba(f(#)(g(t) — 9()); @)l clas 3]
= P+ P

To estimateP;, by Theorenji 3}4, we have

Pr= I Balg()F @), 0] = (F9) 1o

_ — (T (r—i) ) ")

= ) g () B (f e) — (f9)
; <Z> Cla3,b3]

— Z (:) g(v“ z)( )f(z) _ (fg)(’“) + O<nfa/2)
=0 Clas b]

_o( %)

Also by the Leibniz formula and Theorgm B.2, have

P, < +0(n™)

Clas,b3]

> () 0BT + BYGO(a(0) ~ g(Dxa(t). )

=t ||P5 + Pillcgas 031 + O(n 7).
Then by Theorerh 3]4, we have
r—1 r
P=X (1) " @ @) +0 (%),
uniformly in x € [a3, b3]. Applying Taylor's expansion of, we have

[e.9]

Py = W( Mz )[f()(g(t) — g(x))x2(t)dt

fzf /W(’“ Bt — )i (glt) — glax)dt

) (g
n / W,y SO L@ (o) — gla)vatrd,

7!
where¢ lying betweent andz. Next by Theorem 34, the first term in the above expression is
given by

T

> () 0 0 (7 F)

m=0
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uniformly inz € [a}, b3]. Also by mean value theorem and using Lenimé 2.5, we can obtain the
second term as follows:

0y
[ O LD iy - gopatia
< ) "

2m+s<r
m,s>0

=0 <n7%> ,
choosing) such that < § < 2 — . Combining the above estimates we get
1B (£9.9) = (J9)" | cpug g = O (073) -

Since suppfg C (a3, b3), it follows from Lemma[2.p and Lemma 2.6 thafg)™) <
Liz(a, 1,a3,b5). Sinceg(x) = 1 on [ay, by), we havef") € Liz(a, 1, a3, b}). This completes
the proof of the theorem. O

C[a b3

vt N /1

1+9c

| / W gj t $|5+T+1 |f(r)(£) — ( )| \g'(n)|X2(t)dt

7’!

Clas,b3]

Remark 4.2. As noted in the first section, these operators also reproduce the linear functions
so we can easily apply the iterative combinations to the operéatois (1.1) to improve the order of
approximation.

REFERENCES

[1] H.BERENSAND G.G. LORENTZ, Inverse theorem for Bernstein polynomiligjana Univ. Math.
J., 21(1972), 693-708.

[2] Z. FINTA, On converse approximation theorerdsMath. Anal. Appl.312(1) (2005), 159-180.

[3] G. FREUD AND V. POPOV, On approximation by Spline functiori®ioceeding Conference on
Constructive Theory FunctionBudapest (1969), 163-172.

[4] S. GOLDBERGAND V. MEIR, Minimum moduli of ordinary differential operatorBroc. London
Math. Soc.23(1971), 1-15.

[5] V. GUPTA, A note on modified Baskakov type operat@xpproximation Theory Appl10(3) (1994),
74-78.

[6] V. GUPTA, M.K. GUPTA AND V. VASISHTHA, Simultaneous approximation by summation-
integral type operator§Jonlinear Funct. Anal. Appl8(3), (2003), 399-412.

[7] V. GUPTA AND M.A. NOOR, Convergence of derivatves for certain mixed Szasz Beta operators,
Math. Anal. Appl, 321(1) (2006), 1-9.

[8] N.ISPIRAND I. YUKSEL, On the Bezier variant of Srivastava-Gupta operatdpplied Math. E
Notes,5 (2005), 129-137.

[9] H.M. SRIVASTAVA AND V. GUPTA, A certain family of summation integral type operatdvsth.
Comput. Modelling37 (2003), 1307-1315.

J. Inequal. Pure and Appl. Math?(4) Art. 125, 2006 http://jipam.vu.edu.au/


http://jipam.vu.edu.au/

	1. Introduction
	2. Basic Results
	3. Direct Theorems
	4. Inverse Theorem
	References

