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ABSTRACT. Inthis paper, the relations between the weighted partial orderings on the set of rect-
angular complex matrices are first studied. Then, using the matrix function defined by Yang and
Li[H. Yang and H.Y. LI, Weighted/ DV *-decomposition and weighted spectral decomposition

for rectangular matrices and their applications, Appl. Math. Comput. 198 (2008), pp. 150-162],
some weighted partial orderings of matrices are compared with the orderings of their functions.
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1. INTRODUCTION

Let C™*" denote the set o, x n complex matricesC!"*" denote a subset &™*" com-
prising matrices with rank, CZ denote a set of Hermitian positive semidefinite matrices of
orderm, andC™ denote a subset &7 consisting of positive definite matrices. Lbtbe the
identity matrix of order~. Given A e C™", the symbolsd*, A7, ., R(A), andr(A) stand
for the conjugate transpose, weighted conjugate transpose, range, and rank, respectively, of
Details for the concept oﬁj » can be found in[11, 13]. Moreover, unless otherwise specified,
in this paper we always assume that the given weight matfiicesC™*™ and N € C"*".

In the following, we give some definitions of matrix partial orderings.

Definition 1.1. For A, B € C"™*™, we say thatd is below B with respect to:

The authors would like to thank the editors and referees for their valuable comments and helpful suggestions, which improved the presen-
tation of this paper.
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2 HANYU LI, HU YANG, AND HUA SHAO

(1) theLowner partial orderingand writeA <, B, wheneve3 — A € CY.
(2) theweighted Lowner partial orderingnd writeA <y, B, whenevei\/(B—A) € CZ.

Definition 1.2. For A, B € C™*", we say thatd is below B with respect to:
(1) thestar partial orderingand write A % B, wheneverd*A = A*B andAA* = BA*.

. . . . #
(2) theweighted star partial orderingnd writeA < B, WheneverAj@NA = A]\#“,B and
AAT = BA7,,.

#
(3) the W G-weighted star partial orderingind write A <,,; B, wheneverM AB%,, €
Co, NA},yB € C&, andAA},y <wr AB}y-
(4) theW G'L partial orderingand writeA <y, B, whenevet AAT, \)'/? <y (BB}, y)"?
andABj@N - (AAJ\#/IN)lﬂ(BBﬁN)lﬂ-
(5) the WGL2 partial orderingand write A <y B, wheneverdAA?, <w. BBy
andAB};y = (AA}; ) *(BB]y)'?.

(6) theminus partial orderingand writeA i B,wheneveiA- A = A-BandAA= = BA=
for some (possibly distinct) generalized inverses A= of A (satisfyingAA=A = A =
AA=A).

The weighted Lowner and weighted star partial orderings can be found [in|[6, 15] land [9],
respectively. ThéV G L partial ordering was defined by Yang and Li in[15] and th&x L2
partial ordering can be defined similarly. The minus partial ordering was introduced by Hartwig
[2], who also showed that the minus partial ordering is equivalent to rank subtractivity, namely

A<Bifandonlyifr(B — A) = r(B) — r(A). For the relationzwg, we can use Lem 5
introduced below to verify that it is indeed a matrix partial ordering according to the three laws
of matrix partial orderings.

Baksalary and Pukelsheim showed how the partial orderings of two Hermitian positive semi-
definite matricesd and B relate to the orderings of their squaré$and 52 in the sense of the
Lowner partial ordering, minus partial ordering, and star partial ordering in [1]. In terms of these
steps, Hauke and Markiewidzl [3] discussed how the partial orderings of two rectangular matri-
cesA andB relate to the orderings of their generalized squéiféandB?), A?) = A(A*A)'/?,
in the sense of th&' L partial ordering, minus partial orderingG;star partial ordering, and star
partial ordering. The definitions of th&L andG-star partial orderings can be found in([3, 4].

In addition, Hauke and Markiewicz![5] also compared the star partial ordelriﬁgB, G-star
partial orderingA <, B, andGL partial orderingAd <, B with the orderingsf(A) < f(B),

f(A) %G f(B), andf(A) <qr f(B), respectively. Heref(A) is a matrix function defined
in A [7]. LegiSa [8] also discussed the star partial ordering and surjective mapping6n
These results extended the work of Mathias| [10] to some extent, who studied the relations
between the Léwner partial ordering<; B and the ordering’(A) <, f(B).

In the present paper, based on the definitiéh = A(,él]\"iNA)l/2 (also called the generalized
square ofA), we study how the partial orderings of two rectangular matri¢eend B relate
to the orderings of their generalized squasféd and B®? in the sense of th&/ G L partial or-
dering,W G-weighted star partial ordering, weighted star partial ordering, and minus partial or-
dering. Further, adopting the matrix functions presented in [14], we also compare the weighted

# # #
partial orderingsd < B, A <yq B, andA <y B with the orderingsf(A) < f(B),

#
f(A) <we f(B), andf(A) <wcr f(B), respectively. These works generalize the results of
Hauke and Markiewicz [3,/5].
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WEIGHTED PARTIAL ORDERINGS 3

Now we introduce thé M, N') weighted singular value decomposition [L1] 12] (MN-SVD)
and the matrix functions based on the MN-SVD, which are useful in this paper,

Lemma 1.1.Let A € C"*". Then there exidt/ € C™*™ andV € C™*" satisfyingU*MU =
I, andV*N~1V = I, such that

D 0 .
(1.1) A_U<0 O)V’
where D = diag(oy,...,0,), 0i = VX > 0,and)\; > --- > )\, > 0 are the nonzero
eigenvalues ofél]\#}NA = (N"'A*M)A. Here,o; > --- > o, > 0 are called the nonzero

(M, N) weighted singular values of. If, in addition, we letV = (U, U,) andV = (11, 14),
whereU; € C™*" andV; € C™*", then
(1.2) U'MU, = VNV, =1,, A=UDV;.

Considering the MN-SVD, from_[14], we can rewrite the matrix functifd) : C"™*" —
Cm™=™ by way of f(A) = U, f(D)V;* using the real functiorf, where f(D) is the diagonal
matrix with diagonal elementg(c,), ..., f(o,). More information on the matrix function can
be found in[[14].

2. RELATIONS BETWEEN THE WEIGHTED PARTIAL ORDERINGS

Firstly, it is easy to obtain that on the cone of generalized Hermitian positive semidefinite
matrices (namely the cone comprising all matrixes which multiplied by a given Hermitian posi-
tive definite matrix become Hermitian positive semidefinite matrices)itii&l. partial ordering
coincides with the weighted Léwner partial ordering, i.e., for matrideB € C™*™ satisfying
MA,MB e CZ,

- A <war B if and Only if A <wr B
and theW G L2 partial ordering coincides with th8/G L partial ordering of the squares of
matrices, i.e., for matriced, B € C"™" satisfyingM A, M B € CZ,
A <ware Bifand only if A% <yqr B>

On the set of rectangular matrices, for the generalized squateida., A® = A(A7,, A)Y/?,
the above relation takes the form:

(21) A <wacr2 B if and Only if A(2) <wealr B(2),
which will be proved in the following theorem.
Theorem 2.1.Let A, B € C™*", r(A) = a, andr(B) = b. Then|(2.11) holds.

Proof. It is easy to find that the first conditions in the definitiond1o¢- 1.2 partial ordering for
A andB andW GL partial ordering fordA® and B®® are equivalent. To prove the equivalence
of the second conditions, let us use the MN-SVD introduced in Lemnja 1.1.

Let A = U,D,V; and B = U, D, V5 be the MN-SVDs ofA and B, whereU; € C™*¢,
Uy € C™t, V) € C™ 9, andV, € C*° satisfyingU; MU, = VN~V = I, andU; MU, =
ViN~'V,y = I, andD, € C%, D, € C% are diagonal matrices. Then

AB;@N :(AA?@N)UQ(BBA#/&[N)UQ
& U1 DV N VoD Us M
= (U, D,V NV, D Ui M)Y?(Uy Dy Vs N~1V, DU M)Y/?
& Uy D VIN " YWoDy Ui M = Uy DU MU, Dy U M
(2.2) S VINW, = UrMU.

J. Inequal. Pure and Appl. Mathl0(2) (2009), Art. 41, 10 pp. http://jipam.vu.edu.au/


http://jipam.vu.edu.au/

4 HANYU LI, HU YANG, AND HUA SHAO

Note that

(2.3) A® = A(A7, AY? = U, D,V (NT'Vi D, U; MU, D, V;)'/?
= U, D VN 'ViD,V;" = U D2V}.

Similarly,

(2.4) BY® = U,D3Vy.

Then

AR (B =(AP (AP T ) 2(BO (B )2
& U D2V N~ 'WoDiUs M
= (U, D2Vy N~'WADU; M)\ ? (U, Dy Vi N~ Vo DyUs M)Y?
& U D2VIN " YWoDiUs M = U, DU MU, DU M
&S VNV, = Ur MU,,
which together with[(2]2) gives
ABfyy = (AAL) (BB )
& AD(BOYy = (AP (AD) ) (BRI (B x)'2.
Therefore, the proof is completed. O

Before studying the relation between tiHéG L partial orderings ford and B and that for
their generalized squares, we first introduce a lemma from [1].

Lemma2.2.LetA, B € CZ. Then

(CZ) If A2 <z BQ, then A <p B.
(b) If AB= BA and A <; B, then A% <, B>

Theorem 2.3.Let A, B € C"™*", r(A) = a, r(B) = b, and
(a) A <WGL B,
(b) A®) <yep 3(2)

(c) (AB]?\%IE/[N)]\#/[M = ABEN

Then(b) implies(a), and(a) and(c) imply (b).

Proof. (i). (b) = (a).
Together with Theorerh 2.1 and the definitionsI®iGL2 and WGL partial orderings, it
suffices to show that

(25)  (AD(A)F 2 <y (BO(BO)E )2 = (AAf )Y <wr (BB
From the proof of Theorefn 3.1 and the definition of weighted Léwner partial ordering, we have
(2.6) (AP (AT )2 <wr (BO(BP)Fn)"?

& Uy DU M <y U, DRUF M

& MU D*UM <;, MU,D;U; M

e MY2U DU MY? <), MY2U,D2U; M*Y/?

& MY2U, DU MY2MY2U, DU M2

<y MY2U,DyU; MY MY2U, DU MY/,
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Applying Lemmg 2. (a) tq (2]6) leads to

(2.7) MY2U, DU MY? <) MY2U, DU M*/?
< MU D, UM < MUy DyUs M
& M(AA]N)? <0 M(BBjy)"?
& (AA] )2 <wr (BB,

Then, by [2.6) and (2] 7), we show thgat (2.5) holds.

(i). (a) and(c) = (b).

Similarly, combining with Theorermn 2.1 and the definitionslB{7L2 andW G L partial or-
derings, we only need to prove that

(28)  (AAW)'? <wr (BB = (AP(AP)T0)"2 <wr (B (BP)Fn)"2.

From the proof of Theorern 3.1 and the definition of weighted Léwner partial orderings, we
have

(2.9) (AAT )Y <wi(BBIy)'?

& UyDUM <y UsDyU M

& MUD UM <;, MU;DyU5 M

e MY2U DU MY? <, MY2U,DyU; MY/,
According to (c), we have
(2.10) Uy DyVi N~ 'WViD Ui M = Uy D,V N~ Vo DU M.
Thus, together witl] (2.10) and (2.2), we can obtain
(2.11) U,DyU; MU, DU M = Uy DU MU,DyU; M

& MY2U DU MY MY2U, DU M2
= M'2U, DU MY MY?U, DU M2

Applying Lemmg 2.2 (b) td (2.11) and (2.9), we have
(2.12) MY2U, D U; M2 MY*U, DU MY? < MY2U, DU M2 MY?U, Dy U3 M2,
Then, combining with[(2.12) anfl (2.6), we can show thaf (2.8) holds. O

The weighted star partial ordering was characterized by Liulin [9], using the simultaneous
weighted singular value decomposition of matri¢e's [9]. He obtained the following result.

#
Lemma 2.4.LetA,B € C™™ andr(B) = b > r(A) = a > 1. ThenA < B if and only if
there exist matrice ¢ C™™ andV ¢ C™*" satisfyingU*MU = I, andV*N~'V = I,
such that

0
D, 0 0

B=U[ 0 D 0 V*:UQ(% g)vg,
0 0 0

wherelU; € C™*¢, V; € C™* andU, € C™*?, V, € C™*? denote the first andb columns of
U,V, respectively, and satisfy; MU, = VNV, = I, andU; MU, = VNV, = I, and
D, € C% andD € C%* are diagonal matrices.
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Similarly to Lemmd 2.4, we can take the following form to characterizelth@-weighted
star partial ordering. A detailed proof is omitted.

#
Lemma 2.5.Let A, B € C™*™ andr(B) =b > r(A) = a > 1. ThenA <y B if and only
if there exist matrice$/ ¢ C™*™ andV ¢ C™*" satisfyingU*MU = I,, andV*N~'V = I,
such that

whereU; € C™*¢, V; € C™* andU, € C™*?, V, € C™*? denote the first andb columns of
U,V, respectively, and satisty; MU, = VN~'V; = I, andU; MU, = V; NV, = I, and
D, Dy € C2 and D € C% are diagonal matrices, andd,, — D, € Cs.

From the simultaneous weighted singular value decomposition of maifrices [9], Liemma 2.4,
and Lemma 2]5, we can derive the following theorem.

Theorem 2.6.Let A, B € C"™*". Then
#
(a) A< B & MAB},y € O, NAY B € C2, and AAY, y = (AA}, y)V2(BBj, )"
#
(b) A <we B & MAB},\ € C2, NA},yB € C2, and(AAY, \)V? <w. (BBjx)V2.

Considering Definitiofn 1]2(4) and Theorgm]|2.6, we can present the following relations be-
tween three weighted partial orderings by the sequence of implications:

# #
ASB:>A§WGB:>A§WGLB

As in Theoren 2.3, we now discuss the corresponding resulifof-weighted star partial
ordering using Lemmja 2.5.

Theorem 2.7.Let A, B € C™*", r(A) = a, andr(B) = b. Then

(2 @) 4 2
AY¥ <ye B¥ifand only ifA <y B.

Proof. Let the MN-SVDs ofA and B be as in the proof of Theoreim 2.1. Considering Lemma
[1.1, from [2.8),[(2.4), and Lemna 2.5, we have

2
AP =U DV =U ( % 8 > Vv,

2
B® =U,D}Vy =U ( %b 8 > V.

In this case, the MN-SVDs oft and B can be rewritten as

_ Dy 0 (s _ Dy 0.
A—U(O O>V’ B—U(O O>V.

Thus, from Lemma 215, we have

# #
A® <y B® = A <y¢ B.
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# : :
Conversely, from Lemn‘@.sq <wq B is equivalent to

Dy 0 0
A:U(%“ 8>V*, B=U 0O D 0 |V~
0 0 O
Then
D 0 0
2 b
A®:U(%ﬂ8)w, B@=u| o D* 0 |V~
0O 0 0
Therefore, from Lemmia 2.5 again, the proof is completed. O

The characterization of the weighted star partial ordering can be obtained similarly using
Lemmg 2.4, and is given in the following theorem.

Theorem 2.8.Let A, B € C"™*", r(A) = a, andr(B) = b. Then

- -
A® < B@ ifand only ifA < B.

The following result was presented by L[u [9]. It is useful for studying the relation between
the minus ordering fod and B and that forA®® and B®.

Lemma 2.9.Let A, B € C™*™, Then

# _
A<Bifandonly ifA < B,
(ABA#;N)J#/IM = AB]\#JNﬂ and<AA#4NB)ﬁN = A;\EZNB'
Theorem 2.10.Let A,B € C™", r(A) = a, 7(B) = b, (AB},x)%,, = ABIy, and
(A% B = A%, B. Then
A® < B® if and only if A < B.

Proof. According to(AB%,y) i = ABY . (Af,yB)iy = A%, B, the proof of Theorem
5.3.2 of [9], and the simultaneous unitary equivalence thedrem [7], we have

Ec 0 * _ FC O *
AzU(O O)V, B_U<O O)V,

whereU ¢ C™*™andV ¢ C™*" satisfyU*MU = I, andV*N~'V = I,,, andE, € (CCZXC and
F, are real diagonal matrices = max{a, b}.
As in (2.3) and[(2.4), we can obtain

E® 0 F.|F| 0
2) _ c * (2) _ cl|le *
A _L(o 0)" B _L< 0 0)['

Thus, it is easy to verify that
(AP (BT = AP(BP)]y  and
((A(Q))]\#/[NB(Q))ﬁN = (A(z))ﬁNB(2)~
As a result,
A2 Z BO o 4@ L g
By Theorenj 2.8 and Lemnja 2.9, the proof is completed. O
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3. WEIGHTED MATRIX PARTIAL ORDERINGS AND MATRIX FUNCTIONS

In this section, we study the relations between some weighted partial orderings of matrices
and the orderings of their functions. Here, we are interested in such matrix functions for which
r[f(A)] = r(A), i.e., functions for whichf (z) = 0 only for z = 0. These functions are said to
be nondegenerating.

The following properties of gathered in Lemma 3.1 will be used in subsequent parts of this
section.

Lemma 3.1.Let A, B € C™*" and let f be a nondegenerating matrix function. Then

(a) R(A) = R(f(A)).
(b) ABjjy = (AAT W) (BB & (A F(Biy) = f(AAL )Y F((BBin) ).

Proof. (a). From the MN-SVD of4, i.e., (1.2), and the property ¢f we have
R(A) = R(U,DVY") = R(Uy) = R(U.f(D)V") = R(f(A)).

(b). Similar to the proof of Theorem 2.1, ldt= U, D, V;* andB = U, D,V be the MN-SVDs
of A andB respectively. Considering the definition of matrix functions, we obtain

FAF(Biin) =F(AAL ) ) F((BBn)'?)
& Uy f(D)VEN"WVaf (D) UM = Uy f(Do)Uf MU, f (Dy) Ui M
& VIN Wy = Ur MUs,
which together with[(2]2) implies the proof. O

In the following theorems, we compare some weighted partial orderings of matrices with
orderings of their functions.

Theorem 3.2.Let A, B € C™*™ and letf be a positive one-to-one function. Then
# #
A< B ifandonlyif f(A) < f(B).

#
Proof. From Definitio(2) and Lemn@A, we have tHat’ B is equivalent to
ABY,y = U\DXUM = AA%,, and A%, B = NT'ViD*V; = A%, A,

andf(A) é f(B) is equivalent to
FA) f(B)f iy = Uif(D.)’Uf M = f(A)f(A}y) and
FA i f(B) = NTVAF(Da)Vi = f(AT ) (A).
Then, using the properties ¢f the proof is completed. O

Theorem 3.3.Let A, B € C™*™ and letf be a positive strictly increasing function. Then

#* #
A <y B ifandonly if f(A) <y f(B).
“
Proof. From Definitio(2), Definiti02(3), and LemrlrEZ.S, we obtain thaty, B is
equivalent to
MAAY,, = MU, D*U; M <;, MU,D,D,UiM = MABY,,,

MAB},;y = MU,D,D,U; M € CZ,
and
NAY,yB =ViD,D,V;" € CZ;
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andf(A) zwa f(B) is equivalent to
Mf(A)f(A)Yy = MULF(Da)* Uy M <y MU, f(Dy) f(Dor) U M
= Mf(A)f(B)iin:

M f(A)f(B)f;n = MU (D) f(Dw)Uf M € CZ
and
Nf(A)fixB = Vif(Da) f(Dar)V; € CL.
Therefore, the proof follows from the property pof ]

We need to point out that the above results are not valid fobitiiel, partial ordering or for
the weighted Lowner partial ordering. However, it is possible to reduce the problem of compar-
ing theW G L partial ordering of matrices and th&G L partial ordering of their functions to a
suitable problem involving the weighted Lowner partial ordering. Thus, from Defiritign 1.1(2),
Definition[1.2(4), and Lemnia 3.1, we can deduce the following theorem.

Theorem 3.4.Let A, B € C™ ™ and let f be a positive strictly increasing function. The
following statements are equivalent:

(a) A <war B if and Only if f(A) <wear f(B)

(b) (AATN)"? <wr (BBjy)"? if and only if f((AAT;v)'/?) <wr f((AAT ).
Remark 1. It is worthwhile to note that some of the results of Secfibn 3 can be regarded as
generalizations of those in Sectioh 2. For examplé(f = ¢2, thenf(A) = U, D>V = A®),

hence, in this case, Theorém]|3.2 and Thedrein 3.3 will reduce to Theorjem 2.8 and Theprem 2.7,
respectively.
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