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ABSTRACT. The Implicit Function Theorem asserts that there exists a ball of nonzero radius
within which one can express a certain subset of variables, in a system of analytic equations, as
analytic functions of the remaining variables. We derive a nontrivial lower bound on the radius
of such a ball. To the best of our knowledge, our result is the first bound on the domain of validity
of the Implicit Function Theorem.
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1. THE SIZzE OF THE ANALYTIC DOMAIN

Thelmplicit Function Theorens one of the fundamental theorems in multi-variable analysis
[1,14,5/6[7]. Itasserts thdtp;(x,z) =0,i =1,...,m,z € C", z € C™ are complex analytic

functions in a neighborhood of a poift®, z(0) and J (5"1—"0—) | £ 0, whereJ is

25e2m ) | (5(0) 4 (0)
the Jacobian determinant, then there existscan 0 and analytic fl(mction@l(x), ey gm(T)

defined in the domai® = {z | ||z—z©|| < ¢} such thatp;(x, g1 (), ..., gm(z)) =0, fori =
1,...,m in D. Besides its central role in analysis the theorem also plays an important role
in multi-dimensional nonlinear optimization algorithms [2, 3] 8, 9]. Surprisingly, despite its
overarching importance and widespread use, a nontrivial lower bound on the size of the domain
D has not been reported in the literature and in this note, we present the first lower bound on the
size ofD. The bound is derived in two steps. First we use Roche’s Theorem to derive a lower
bound for the case of one dependent variable+m = 1 — and then extend the result to the

general case.
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Theorem 1.1. Letp(z, z) be an analytic function af + 1 complex variablesy € C", z € C
at (0,0). Let 2229 — 4 £ 0, and let|(0, 2)| < M on B whereB = {(z,z)| ||(z,2)|| < R}.
Thenz = g(x) is an analytic function of in the ball

1 MT2 . R |a|R2
|z|| < ©1(M,a, R; ) =7 |a|r—m ,  where r:mln(Q, 2M>

Proof. Since p(z, z) is an analytic function of complex variables, by the Implicit Function
Theoremz = g(x) is an analytic function in a neighborhoddof (0,0). To find the domain
of analyticity of g we first find a number > 0 such thaty(0, z) has (0,0) as its unique zero
in the disc{(0, z) : |z| < r}. Then we will find a numbes > 0 so thaty(z, z) has a unique
zero(x, g(z)) in the disc{(z, 2) : |z| < r} for |z| < s with the help of Roche’s theorem. Then
we show that in the domaifi: :|| = ||< s} the implicit functionz = g(x) is well defined and
analytic.

Note that if we expand the Taylor series of the functipwith respect to the variable we

get
00 91p(0.0) j

Z+Z 3zJ

Let us assume tha2>%| = 4 > 0. [0(0, z)| < M on B whereB = {(z,z) :| (z,2) || < R} .
Then by Cauchy’s estimate, we have

6]90(070) J
027

j!

©(0,2) =

<y

This implies that

M|z|?
1.1 = lal -2 —
Since our goal is to havieo(0, z)| > 0, it is sufficient to havéa) - |z| — RyljllR > 0. Dividing

both sides byz| we get
M]z|

LR <= |a|(R* — |2|R) — M|z| > 0 <= |z|(la|R + M) < |a|R*

jal >

la|R> R
alR+M 1+ 25

— |z| <

We next choose

—min( R Ia\R
= min (5, 511 > :
To computes we need Roche’s Theorem.

Theorem 1.2(Roche’s Theorem)[1] Let ~; and h, be analytic on the open sét C C, with
neitherh; nor h, identically0 on any component df. Let~ be a closed path i/ such that
the winding numben(v, z) = 0, Vz ¢ U. Suppose that

h(2) = ha(2)] < [h2(2)],  Vzer.
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Thenn(hy o v,0) = n(hy o v,0). Thush, and hy, have the same number of zeros inside
counting multiplicity and index.

Let hq(z) := (0, 2), andhy := p(z, z). We can treat: as a parameter, so our goal is to find
s > 0 such that ifiz| < s, then

‘@(Oaz) - @(l‘a Z)‘ < ’(,D(O,Z)’, Vz € s
wherey = {z : |z| = r}. We knﬂgp(o,z) — p(z,2)| < Msif v C B and we also have

|00, 2)| > |a| - |2] — % from ). It is sufficient to have

M|z|*
R? — |z|R
On~, we know|z| = r, and therefore as long as

1 Mr?
s<au\r-m—r)

we can apply the Roche’s theorem and guarantee that the funetion) has a unique zero,
callit g(x). Thatis,p(z, g(z)) = 0 andg(z) is hence a well defined function of

Note that in Roche’s theorem, the number of zeros includes the multiplicity and index. There-
fore all the zeros we get are simple zeros sific®) is a simple zero fop(0, z). This is because
»(0,0) = 0 andg,(0,0) # 0. Hence we can conclude that for anguch thatz| < s, we can
find a uniquey(z) so thaty(x, g(z)) = 0 andy,(z, g(z)) # 0. O

We use Theorerp 1.1 to derive a lower bound for> 1 below. Lety;(z,z) = 0, i =
1,...,m,z € C", z € C™ be analytic functions at(?, z(9). Let

Ms < |al|-|z| —

A1 (x(0) 2(0)) A1 (x(0) 2(0))
0z1 e 0zm
(1.2) Jm(x(o), z(o)) = : : =Gy #0
Apm (2(9) ,2(9)) Dom (2(®) 2(0))
0z1 U Ozm
and let
(1.3) }gpi(:p(o),zl,...,zm)‘ <M, fori=1,...,m
on
(1.4) B={(z,21,.-,2m) | [(z,2) = (=9, 29)|| < R}.

SinceJ,, (2, 2(9) £ 0, some(m — 1) x (m — 1) sub-determinant in the matrix corresponding
to J,, (2@, 2(0) must be nonzero. Without loss of generality, we may assume that

92(@D2) - 9pa(2®.2)
0zo D2
0 (0)y . :
(1.5) Jin1 (2@, 20)) = : .
Ozo 2m
= amfl # O

By induction we conclude that there exist analytic functignér, z;), .. ., ¥, (z, z;) and that
we can compute 8,,_; (2@, 2\¥: s, ... ©,,) > 0 such that

iz, z1,0e(x,21)y .oy Um(x,21)) =0, i=2,....,m

D1 = {(z,21) | |(z,21) = (2, 2] < Qs (2, 2 0, .. 0m) -
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Define
(16) F($, Zl) = Spl(xa 21, ¢2($7 zl)a cee >¢m($, Zl))
Then we have
or 8@1 8801 8wz
1.7 - = _
( ) 821 821 ZZ (‘321 8,21

Sinceys(x, z1, %9, ... m) = 0,...,om(x, 21,79, ..., ¥y) = 0in D, 4, differentiating with
respect ta;; we have

agpl o 8901 8902 3"%
0z 0= Z 823 0z,

or in other words

Op2 .. Op2 L) 92
Ozo Ozm 0z1 0z1
(1.8) : : : =- :
Opm .. Opm OYm Opm
0za 0zm 0z1 0z1
Using Cramer’s rule andl (1.8) we have
92 ., Op2  Ovy  Bpp . Op
0z2 O0zi_1 0z1 0zi41 Ozm
Opm ... Opm Opm Opm ... Opm
3% Oz2 O0zi_1 0z1 0zi41 Ozm .
(1.9) = — 1 =2,...,m.
Oz Jm—1
Substituting[(1.0) intd (1]7) and simplifying we get
1 (2(0) 2(0)) o A1 (x(©) ,2(0))
0z1 0zZm
0 Iom(@@2®)  Bpm@® 2 )
O (2@, 2%y B 21 9zm
0% Im—1 (2@ 2(0)

| L9 e
Jm—l(x(o)a Z(O)) Am—1

Therefore we can apply Theorgm [1.1T¢z, z;) and conclude that there exists an implicit
functionz; = g;(x) in

D, = {x € C"}Hx -z

am .
< @1 (M7 ——,min (R7 @m,1<£€(0), Z§O); P25 .- 790m))7 901) }

m—1
suchthatiD,,, ¢;(z, g1(x), g2(x), ..., gm(x)) =0, =1,...,mwhereg;(z) := ¢;(x, g1 (x)),
17=2,....,m
In summary, the sought lower bound on the size of the analytic domain of implicit functions
is expressed recursively as

(1.10) 0,29, 2 01, ... om)

= @1 (Mv—ma

m—1

min(R, ©,,_; (2, (),902,'--7%));901)
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using the definition 0B, in Theorenj 1.1l and ai/, a,,, a,,—1 and R in equations[(1]3)[ (1}2),
(1.5) and[(I.4) respectively.
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