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ABSTRACT. We estimate the maximum row and column sum norm ofrithen matrix, whose
ij entry is(i,7)°/[i, 4]", wherer, s € R, (4,j) is the greatest common divisor ofandj and
[i, 7] is the least common multiple éfand;.
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1. INTRODUCTION

Let S = {x1,29,...,2,} be a set of distinct positive integers, and febe an arithmetical
function. Let(S), denote thex x n matrix havingf evaluated at the greatest common divisor
(x;, ;) of x; andx; as itsij entry, that is(S); = (f((zs,z;))). Analogously, lefS]; denote
then x n matrix havingf evaluated at the least common multipte, x;| of z; andz; as its
ij entry, that is,[S]; = (f([zi, z;])). The matricegS), and[S], are referred to as the GCD
and LCM matrices orf associated withf. H. J. S. Smith([15] calculatedet(S); when S is
a factor-closed set antkt[S], in a more special case. Since Smith, a large number of results
on GCD and LCM matrices have been presented in the literature. For general accounts see e.g.
[8,19,[12)14].

Norms of GCD matrices have not been discussed much in the literature. Some results for
the ¢, norm are reported in [1,]6] 7], see also the references in [6]. In this paper we consider
the maximum row sum norm in a similar way as we considered tlrorm in [6]. Since the
matrices in this paper are symmetric, all the results also hold for the maximum column sum
norm.

The maximum row sum norm of anx n matrix M is defined as

n
1M1 = max D fmyl.
j=1

1<i<n
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Letr, s € R. Let A denote the: x n matrix, whose,, j entry is given as

(i,5)°
(1.2) Qij G
where (i, j) is the greatest common divisor oindj and[i, j| is the least common multiple
of i andj. Fors = 1, = 0 ands = 0,r = —1, respectively, the matrid is the GCD and
the LCM matrix on{1,2,...,n}. Fors = 1,r = 1 the matrixA is the Hadamard product of
the GCD matrix and the reciprocal LCM matrix ¢, 2, ... n}. In this paper we estimate the
maximum row sum norm of the matri given in (1.1)) for all , s € R.

2. PRELIMINARIES

In this section we review the basic results on arithmetical functions needed in this paper. For
more comprehensive treatments of arithmetical functions we referltol[2, 13, 14].
The Dirichlet convolutionf * g of two arithmetical functiong andg is defined as

(f*g)(n) =>_ f(d)g(n/d).
dn

Let N*, u € R, denote the arithmetical function definedd%(n) = n* for all n € Z*, and let
E denote the arithmetical function definedaé:) = 1 for all n € Z*. The divisor function
ouw, u € R, is defined as

(2.1) ou(n) =) d"=(N"xE)(n).
dn

It is known that if0 < w < 1, then

(2.2) ou(n) = O(n"*)
for all e > 0 (seel[5]),
(2.3) o1(n) = O(nloglogn)
(seel[4[ 11, 13]), and if > 1, then
(2.4) ou(n) = O0(n")
(seel[3] 4] 13]).
The Jordan totient functiosy.(n), k € Z*, is defined as the number bftuplesa, , as, . . . , ax
(mod n) such that the greatest common divisoragfas, . . .,a; andn is 1. By convention,

Jr(1) = 1. The Mobius functionu is the inverse ofr under the Dirichlet convolution. It is well
known thatJ, = N* x u. This suggests we defing, = N“ x i for all u € R. Sincey is the
inverse ofE’ under the Dirichlet convolution, we have

(2.5) nt =" Ju(d)
din

It is easy to see that
n) =n" H(l —p
pln
We thus have

(2.6) 0 < Ju(n) <n" foru>0.
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The following estimates for the summatory functiondf are well known (see [2]):

(2.7) Y kr=0(1) fu>1,
k<n
(2.8) > k' =0O(logn),
k<n
(2.9) Ykt =0m'") ifu<l.
k<n
3. RESULTS

In Theoremg 3]1 £ 3|7 we estimate the maximum row sum norm of the mdtgixen in
(1.1)). Their proofs are based on the formulas in Sedtion 2 and the following observations.
Since(i, j)[i, j| = ij, we have for all, s

n . \s n . rds
o0 Al = o 3 (75 = e 3 0
=E=n Z?ﬂ 1<i<n £ ")
j=1 =
From (2.5) we obtain
11
14Nl = max - > - S (@)
T =T dGg)
s 2 Y )3
—= 1].’2.%}; Z'r dl r+s - jT’
' s
[n/d]
— 1 ‘]T'—l-s(d) ]_
(3.2) _fgi}flz_r;T;F

Theorem 3.1. Suppose that > 1.
(1) If s > r, then||A|| = O(n*™").
(2) If s < r, then||Af|, = O(1).

Proof. Letr > 1 ands > 0. Then, by|[(3.R) an¢2.7),
1 Jrgs(d
IAll. = O(1) max 3 2]

Sincer + s > 0, according to2.6) and (2.1,
Al = O(1) mas %,

Now, if s > r > 1, then on the basis d@.4),
14l = O(1) max #*~" = O ™).

If 0 <s < r,then
Al = O(1) max *~"* = O(1).

1<i<n
Letr > 1 ands < 0. Then
1
4]l < max 3~ = = 0().
S tsn J:l j
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U
Theorem 3.2. Suppose that = 1.
(1) If s > 1, then|| Al = O(n*"!logn).
(2) If s =1, then||A||,, = O(logn loglogn).
(3) If s < 1, then||A||, = O(logn).
Proof. From (3.2) withr = 1 we obtain
[n/d]
B 1 Jos1(d) = 1
Al = max - > Z 7
d|i 7=1
By (2.8), ot
o 1 s+1
1]l = OClogn) max = ; =
Sinces > 0, on the basis of2.6) and(2.1)),
A1l = Ollogn) max %
If s > 1, then according t¢2.4)),
_ s—1 s—1
14l = O(log n) max =" = O(n*~"logn).
If s =1, then according t@2.3),
IIA]l. = O(logn)O(loglogn) = O(logn loglogn).
If 0 < s < 1, then according t@2.2)
1Al = O(log n) max i*71T¢ = O(logn).
If s < 0, then according t¢3.1]),
—~1
14l < max ; = O(logn).
7j=1
U

Remark 3.3. Let || M ||; denote the sum norm (6f norm) of ann x n matrix M, that is

1My =D mil.

i=1 j=1

It is known [6, Theorem 3.2(1)] that
(3.3) H(z’,js i,j)H = O(n*log®n), s > 1.

Since||M||; < n||M]|, for all n x n matricesM (see[[10]), we obtain from Theorgm B.2(1,2)
an improvement 0|- ) as

(3.4) H( z,ﬁ/[z,ﬂ) H1 — O(n®logn), s > 1,

(3.5) H ((i,j)/[z’,j]) H1 — O(nlogn loglogn).

Theorem 3.4. Suppose that < 1.
(1) If s > 2 —r, then||A||, = O®r*™").
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(2) If s =2 —r, then|| Al = O(n* * loglogn).
(3) If max{l —r,1} <s < 2—r,then||A||, = O(n*~"*) forall e > 0.
(4) If 1 —r < s < 1, then||4]], = On'™").

Proof. Letr < 1. By (3.2) and(2.9),
. 1 Jris(d)
1Al = O(n'™") max —> +T'

1<i<n ¢
dli

Sincer + s > 0, by (2.6) and(2.1)),

_ 1-r Oris-1(1)
Al = O(n )g@% —

If s>2—rorr+s—1>1,thenaccording t@2.4),
Al = O(n'™") max i*~*.

1<i<n

Sinces — 1 > 0, we have

Al = O@).
If s=2—rorr+s—1=1,thenaccording t¢2.3),

14l = O(n"™") max i* " loglog .
Sincel —r > 0, we have
Al = O(n** loglogn).

If1—r<s<2-ror0<r+s—1<1,thenaccording t¢2.2),
(3.6) 1Al = O(n'~") max =1+,

1<i<n

If s > 1in (3.6), we obtain||A||,, = O(n*""). If s < 1in (3.6), we obtain||A]| , =
O(n'=7). O

Corollary 3.5. Suppose that = 0.
(1) If s > 2, then||A]|, = O(n°).
(2) If s =2, then|| A, = O(n*loglogn).
(3) If 1 < s < 2, then||A]|, = O(n**) for all e > 0. In particular, fors = 1,

(3.7) m ((z,g)) ’H = O(n'*) forall e > 0.
Remark 3.6. Let || M ||, denote the; norm of ann x n matrix M, that is

M|y =" mi.

i=1 j=1

It is known [6, Theorem 3.2(1)] that
(3.8) | (G322 710,0072) |, = 02108 m).

Since|| M| < v/ [|M]|,,, for all n x n matricesM (see[[10]), we obtain from Theorgm B.4(2)
an improvement off3.§) as

(3.9) | (G210, 3172) || = o 10g10g ).

In Theorenj 3.]7 we treat the remaining cases ahds in the most elementary way.
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Theorem 3.7.

(1) If0<r<1lands<0,then||All, =O(®n"™).

(2) If r < 0ands < 0, then||A||, = O(n*~?").
R)If0<r<1,s>0andr+s<1,then||A]l, = O(n'*tT).
(4) Ifr <0,s>0andr + s < 1, then||A|| , = O(n'T572").

Proof. Let(0 < r < 1 ands < 0. Then, according td (3.1) and.9)

—~ 1
Al < max »  —=0(n"").
1<i<n = 7"

Letr < 0 ands < 0. Then, according td (3/1) and the inequality;] < n?

n

n
o 2 1-2
Al < 1121%};2[@,]] "<max » n " =0(Mn"").

1<i<n

j=1
Let0 <r < 1,s>0andr+s < 1. Then, according td (3.1) arf@.9)
"\ 1
1A, < n® max — = Ot T).
1<i<n &~ 9T

7j=1
Letr < 0,s > 0andr + s < 1. Then, according tqd (3.1) and the inequalityj] < n?

n

n’ -

I1A]l| ., < max } o= O(n'+s-2n),
T o=l

O

Remark 3.8. Applying [6, Theorem 3.3] and the inequality\/ ||| < \/n||M]|, foralln x n
matricesM (see[10]) a partial improvement on Theorem 3.7(4) of the present paper as
(@) if r<0,s>0andl/2 <r+s <1, then||A]| . = O(n'**"),
(b) if r < 0,5 > 0andr +s = 1/2, then|| A|| . = O(n~2"+3/210g"/? n),
() if r <0,s>1/2andr + s < 1/2, then|| A, = O(n=2+3/2).
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