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ABSTRACT. Inthe present communication a generalized cost measure of utilities and lengths of
output codewords from a memoryless source are defined. Lower and upper bounds in terms of a
non-additive generalized measure of ‘useful’ information are obtained.
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1. INTRODUCTION

Let afinite set of, source symbolX = (z4, xs, . . ., x,,) With probabilitiesP = (py, ps, ..., pn)
be encoded using (D > 2) code alphabets, then there is a uniquely decipherable/instantaneous
code with length$,, i, ..., [, if and only if

(1.1) > ph<1
=1

) is known as the Kraft inequalityl[5]. £ = >, I;p; is the average code word length,
then for a code which satisfigs ([L.1), Shannon’s coding theorem for a noiseless channel (Fein-
stein [5]) gives a lower bound df in terms of Shannon’s entropy [13]

(1.2) L> H(P)

with equality iff; = —logp; V i =1,2,...,n. All the logarithms are to basb.

Belis and Guiasu_ |2] observed that a source is not completely specified by the probability
distribution P over the source symbols, in the absence of its qualitative character. It can also
be assumed that the source letters or symbols are assigned weights according to their importance
or utilities in the view of the experimenter.
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LetU = (uq,us, ..., u,) be the set of positive real numbers, wheyés the utility or impor-
tance of outcome;. The utitlity, in general, is independent of the probability of encoding of
source symbolz;, i.e., p;. The information source is thus given by

X1 Xo - Tn
(1.3) S=1|p p2 - pa
Uy Uy - U,

wherew; >0, p; >0, Y. p;i=1.
Belis and Guiasu |2] introduced the following qualitative -quantitative measure of information

(1.4) H (P§ U) = - Zuipi log p;
i=1

which is a measure of the average quantity of ‘valuable’ or ‘useful’ information provided by
the information source (1.3). Guiasu and Picard [6] considered the problem of encoding the
letter output of the sourcg (1.3) by means of a single letter prefix code whose code words
wy, we, ..., w, are of lengthdy,ls, ..., 1, respectively satisfying the Kraft inequality (IL.1).
They introduced the following ‘useful’ mean length of the code

(1.5) L(P;U) = it Pl
Dict Wibi
Longo [11] interpreted (1]5) as the average transmission cost of thedgetiad obtained the
following lower bound for the cost measufe (1.5) as

(1.6) L(pP;U) = H(P;U),

where .

i=1 U; P; log Di

D i1 WiDi

is the ‘useful’ information measure due to Guiasu and Picard [6], which was also characterized
by Bhaker and Hooda [3] by a mean value representation.

H(P;U):—Z

2. GENERALIZED MEASURES OFCOST

In the derivation of the cost measufe (1.5) it is assumed that the cost is a linear function of
code length, but this is not always the case. There are occasions when the cost behaves like an
exponential function of code word lengths. Such types occur frequently in market equilibrium
and growth models in economics. Thus sometimes it might be more appropriate to choose a
code which minimizes a monotonic function,

(2.1) C =Y ulp/D"
=1

wherea > 0 (# 1), 8 > 0 are the parameters related to the cost.
In order to make the result of the paper more comparable with the usual noiseless coding
theorem, instead of minimizing (2.1) we minimize

n B nizeg \ ¢
22) L) = b | (2l D2y )
27 -1 > i (uips)
wherea > 0 (#£ 1), 5 > 0, which is a monotonic function af’. We define) as the ‘useful’
average code length of orderand types.
Clearly, ifa — 1, g = 1, (2.9) reduces td (1]5) which further reduces to the ordinary mean
length given by Shannon [13] when = 1 V ¢ = 1,2,...,n. We also note thaf (2.2) is a

J. Inequal. Pure and Appl. Matt9(1) (2008), Art. 8, 6 pp. http://jipam.vu.edu.au/


http://jipam.vu.edu.au/

CODING THEOREMS ONGENERALIZED COSTMEASURE 3

monotonic non-decreasing functionefnd if all thel; 's are the same, s&y= [ for eachi and
a — 1,thenL? (U) = [. This is an important property for any measure of length to possess.

In the next section, we derive the lower and upper bounds of the cost furictipn (2.2) in terms
of the following ‘useful’ information measure of ordarand types,

1 noPpotht
(2.3) HY (PU) = o Zz=1n“1p;3 — =1/,
2t —1 D i1 U D

wherea > 0(#1),6>0,p; >0, i=1,2,....n, > pi <L

(i) Wheng = 1, (2.3) reduces to the measure of ‘useful’ information proposed and char-
acterised by Hooda and Ranmi [9].
(i) If « — 1,8 =1, (2.3) reduces to the measure given by Belis and Guiasu [2].
(i) fa—1,p=1andu; =1V i=1,2,...,n, (2.3) reduces to the well known measure
given by Shannon [13].

Also, we have used the condition
(2.4) S ulp! T D <> ulp!
=1 =1

to find the bounds. It may be seen that in the case whenl, u; =1 Vi=1,2,...,n, (2.4)
reduces to the Kraft inequality (1.1 (D > 2) is the size of the code alphabet.

Longo [12], Gurdial and Pessaa [7], Autar and Khan [1], Jain and Tuteja [10], Taneja et al.
[16], Bhatia [4], Singh, Kumar and Tuteja [15] and Hooda and BhakKer [8] considered the prob-
lem of a ‘useful’ information measure in the context of noiseless coding theorems for sources
involving utilities.

In this paper, we study upper and lower bounds by considering a new function dependent
on the parametetr and types and a utility function. Our motivation for studying this new
function is that it generalizes some entropy functions already existing in the literature. The
function under study is closely related to Tsallis entropy which is used in Physics.

3. BOUNDS ON THE GENERALIZED COST MEASURES

Theorem 3.1. For all integersD (D > 2), let; satisfy [(2.4), then the generalized average
‘useful’ codeword length satisfies

&1 LL(U) = H] (P;U)
and the equality holds iff

n B, a+p—1
(3.2) l; = —log p + log D i1 Ui P

D et ufpzﬁ
Proof. By Holder’s inequality[[14]
1 1
63 Sanz (X2 (L)
=1 =1 =1

forall z;,y; >0,i=1,2,...,n and%+§:1,p< 1(#0),g<00rg<1(#0),p<0.
We see that equality holds if and only if there exists a positive constsunth that

(3.4) ¥ = eyl
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Making the substitutions,

a—1
p - a P q — 1 - O[,
- a+8—1
gy ) TTDE ()T
U, Ba_ A B
21‘:1 (uipi) =7 Zi:l (wip;) T

in (3.3), we get
_a _1
Z?:l uiﬁpiﬁ_lDfli > 12?1 uiﬁpiﬁDl“ali] o [Z?l uiﬁp?Jrﬁ_l] o

S i} Sy ui)
Using the condition[(Z2]4), we get

o 1
n oy | T-a n atp—1|1-a
D ic1 uz‘ﬁpz‘ﬁD =i > D i1 u?pi o 1 .
D it uzﬁpzﬁ Dict Ufpf
Taking0 < « < 1 and raising both sides to the powér— «)
D i U?pr%li ) dict U?p?rﬁ_l
ST 2\ 57 |
D e Ui D; D i1 Us P
Multiplying both sides byT}T—l > 0 for 0 < a < 1 and simplifying, we obtain
Ly (U) > H] (P;U).
Fora > 1, the proof follows along similar lines. O

Theorem 3.2. For every code with length§;} , i = 1,2, ..., n of Theorem 3J1L¢ (U) can be
made to satisfy the inequality,

D=« -1
(3.5) L8 (U) < HP (P;U) D™ + DT
Proof. Let [; be the positive integer satisfying the inequality,
n B a+p-—1 n B a+p—1
(3.6)  —logp? +log Z=LUL <o logpp 4 log 2z U P
D i Ui D; D i1 Us P
Consider the interval,
n B a+p—1 n B a+p—1
(3.7) 0; = |—logpf +log Zi:lnuz pzﬁ 5~ log pi* + log Zi:lnul pzﬁ 7— +1
Dic1 Ui P Do Ui D
of length 1. In every, , there lies exactly one positive integesuch that
n B, at+p—1 n B a+p—1
(3.8) 0 < —logps + log Zi:lnuz pzﬁ 7— <l <— log pi* + log Eizlnul pg — +1
D ie1 Us P D e Ui D

We will first show that the sequencg, o, .. ., [,, thus defined satisfieg (2.4). From (3.8), we
have,

n B a+p—1

8,6 -
Z?:l U; Ps

(0%

P S p
D1 “fpgwﬂ_l o
B8
Tt Uy piﬁ

—log ps* + log

[z
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Multiplying both sides byu/p?" and summing ovet = 1,2,...,n, we get (2.4). The last
inequality of [3.8) gives,

n B a+p-—1
D e Ui D;

l; < —logps + log +1
g
D et uiﬂpi
or
-1
(0%
l; Di
D" < —Z,_lzl u@qu+B71 D.
1 ufpf
For0 < «a < 1, raising both sides to the powég—a we obtain,
a—1
1oy o 1-a
D @ < Zﬁ_l u.ﬁzp(~1+’871 _D «
D “?p?

B8, 8
Multiplying both sides by% and summing over= 1,2, ..., n, gives
i=1Y%; Py

)

S (wipg)’ S (wipy)’ )

n l-a; \ @ n a+6—-1
(Zi:l (Uipi)ﬁ a ll) < (Zi:l uiﬁpi o > Dli-o
S (uips)” S (uips)”

Since2!™> — 1 > 0 for 0 < o < 1 ,after suitable operations, we obtain

1 [(z <uip@->"D1a““>a . 1]
7= =1 [\ 2 )

n B a+pB-1 —a
1 [Ei:luipi _ 1] Do 4 D" —1

1
l—ay. —1\ «
S ()’ D (zznufp?*ﬁ ) D=

< .
207 =1 | 30 (wipy)” 2t —1
We can write
s 8 e, D1
La(U)<Ha(P;U)D +W.
As D > 2, we haveZ—=! > 1 from which it follows that the upper bound (/) in (3.5), is
greater than unity.
Also, fora > 1, the proof follows similarly. 0J
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