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Abstract: In the present communication a generalized cost measure of utilities and lengths
of output codewords from a memoryless source are defined. Lower and upper
bounds in terms of a non-additive generalized measure of ‘useful’ information

are obtained.
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1. Introduction

Let a finite set ofn source symbolsX = (zy,z,,...,x,) with probabilitiesP =
(p1,p2,--.,pn) be encoded using (D > 2) code alphabets, then there is a uniquely

decipherable/instantaneous code with lengthis, . . ., [, if and only if
(1.1) Y ph<l
=1

(1.1) is known as the Kraft inequalitys]. If L = > " | l;p; is the average code
word length, then for a code which satisfiés1j, Shannon’s coding theorem for a
noiseless channel (Feinsteid]) gives a lower bound of. in terms of Shannon’s
entropy [L3

(1.2) L>H(P)

with equality iff[; = —logp; V i =1,2,... n. All the logarithms are to basbk.

Belis and Guiasud] observed that a source is not completely specified by the
probability distributionP over the source symbols, in the absence of its qualitative
character. It can also be assumed that the source letters or symbols are assigned
weights according to their importance or utilities in the view of the experimenter.

Let U = (uy,us,...,u,) be the set of positive real numbers, whereis the
utility or importance of outcome;. The utitlity, in general, is independent of the
probability of encoding of source symbaol, i.e., p;. The information source is thus
given by

X1 To - T
(1.3) S=1|p p2 - pa
ul u2 “ e un
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whereu; >0, p; >0, > p;i=1.
Belis and Guiasud] introduced the following qualitative -quantitative measure
of information

(1.4) H(PU) = — Zuipi log pi
=1
. . . A i Coding Theorems on
which is a measure of the average quantity of ‘valuable’ or ‘useful’ information Generalized Cost Measure
provided by the information source€.(). Guiasu and Picard6] considered the N

M.A K. Bai
problem of encoding the letter output of the source)(by means of a single letter -

prefix code whose code words, ws, . . ., w, are of lengths,, [», ..., [,, respectively
satisfying the Kraft inequalityl(1). They introduced the following ‘useful’ mean

vol. 9, iss. 1, art. 8, 2008

length of the code Title Page
n Dili Contents
(L.5) L(PU) = izt Wibili
Do UiD; << >
Longo [11] interpreted {.5) as the average transmission cost of the letjeand < >
obtained the following lower bound for the cost measure)(as
Page 4 of 13
(1.6) L(P;U) > H(P;U), Go Back
where > | Full Screen
i—1 WiPi 108 P;
H(PU)=-=Z4
( ) ) 2?21 i Close
is the ‘useful’ information measure due to Guiasu and Picéfdwhich was also journal of inequalities
characterized by Bhaker and Hoo@ Iy a mean value representation. in pure and applied
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2. Generalized Measures of Cost

In the derivation of the cost measurieX) it is assumed that the cost is a linear func-
tion of code length, but this is not always the case. There are occasions when the
cost behaves like an exponential function of code word lengths. Such types occur fre-
guently in market equilibrium and growth models in economics. Thus sometimes it
might be more appropriate to choose a code which minimizes a monotonic function,

(2.1) C =3 ulp!D="
=1
wherea > 0 (# 1), 8 > 0 are the parameters related to the cost.

In order to make the result of the paper more comparable with the usual noiseless
coding theorem, instead of minimizing.() we minimize

n )P %lia
(2.2) MHU)=2PS_1[<Z¢ﬂ9mJ 3 ) —4,

>ie (wipi)

wherea > 0 (# 1), 6 > 0, which is a monotonic function af'. We define £.2) as
the ‘useful’ average code length of ordeand types.

Clearly, ifa — 1, § = 1, (2.2 reduces to 1.5 which further reduces to the
ordinary mean length given by Shanndi8[whenw; =1 V i =1,2,...,n. We
also note that4.2) is a monotonic non-decreasing functioncoind if all thel; 's
are the same, sdy= [ for eachi anda — 1, thenL? (U) = I. This is an important
property for any measure of length to possess.

In the next section, we derive the lower and upper bounds of the cost function
(2.2) in terms of the following ‘useful’ information measure of ordeand types,

1 n B, a+6-1
(2.3) H (PU) = = Zqﬁ%ﬂ -1/,
2 —1 Zi:l U; P;
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wherea > 0(#1),6>0,p;>0,i=1,2,...,n, > " p; <1

() Wheng = 1, (2.9) reduces to the measure of ‘useful’ information proposed
and characterised by Hooda and R&h [

(i) If a — 1,8 =1, (2.9 reduces to the measure given by Belis and Guidpu [

(i) fa—1,=1anduy; =1V i=1,2,...,n, (2.9 reduces to the well known
measure given by Shannohd.

Also, we have used the condition
(2.4) Y oun DT <y ]
=1 =1

to find the bounds. It may be seen that in the case whea 1, u; = 1 Vi =
1,2,...,n, (2.4) reduces to the Kraft inequality.(I). D (D > 2) is the size of the
code alphabet.

Longo [12], Gurdial and Pesso&], Autar and Khan {], Jain and Tutejal(Q],
Taneja et al. 16], Bhatia (], Singh, Kumar and Tutejalp] and Hooda and Bhaker
[8] considered the problem of a ‘useful’ information measure in the context of noise-
less coding theorems for sources involving utilities.

In this paper, we study upper and lower bounds by considering a new function
dependent on the parameteand types and a utility function. Our motivation for
studying this new function is that it generalizes some entropy functions already ex-
isting in the literature. The function under study is closely related to Tsallis entropy
which is used in Physics.
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3. Bounds on the Generalized Cost Measures

Theorem 3.1. For all integersD (D > 2), let(; satisfy ¢.4), then the generalized

average ‘useful’ codeword length satisfies
(3.1) LE(U) > H (P;U)
and the equality holds iff

8, oa+p—1
Z?:l U, p;‘l

n 8.3
Zi:1 U; P;

(3.2) l; = —log p§* + log

Proof. By Holder’s inequality 4]

forall z;,y; > 0,7 =1,2,...,n and; + . =1,p < 1(#0),¢ < 0,0rg <1

(#0),p<0.
We see that equality holds if and only if there exists a positive constanth

that
(3.4) ¥ = eyl

Making the substitutions,

-1
p — a 5 , q g 1 —_ Oé,
Lo £ o
= (wip;)>T D71 yi = (ug) == p;*
(2 Ba_ ) T B8
D iy (uapi) o > i (wipi) =2

Coding Theorems on

Generalized Cost Measure
Rayees Ahmad Dar and

M.A K. Baig
vol. 9, iss. 1, art. 8, 2008

Title Page
Contents
<44 44
< 14
Page 7 of 13
Go Back
Full Screen

Close

journal of inequalities
in pure and applied
mathematics

issn: 1443-575k

© 2007 Victoria University. All rights reserved.


http://jipam.vu.edu.au
mailto:
mailto:
http://jipam.vu.edu.au

in (3.3), we get
n Tt D n l-ay.
Di1 “zﬁp? ‘D > D it ufpf}D =2l

> i UIZBpIZB N
Using the conditionZ.4), we get
_a 1
Z?:l Ufplnglealz 1—a Z?;:l u,j@p;:H*ﬁ*l T—a
rulp! = w33 :
D ie1 Uy P S uPp

Taking0 < o < 1 and raising both sides to the poweér— «)

n l-a; 7% n a+B—

[ 1
a1 +8-17 T=a
[Z?:l uzﬁpza ’ ]

n 8,8
Zz’:l U; Py

> et uzﬁpzﬁ D et u?pf
Multiplying both sides by21,+_1 > 0 for 0 < a < 1 and simplifying, we obtain
L2 (U) > HS (P;U).
Fora > 1, the proof follows along similar lines. m

Theorem 3.2. For every code with length§l;}, ¢ = 1,2,...,n of Theorem3.1,
L? (U) can be made to satisfy the inequality,

D7« —1
(3.5) L (U) < H? (P;U) D™ + DTe—
Proof. Let [; be the positive integer satisfying the inequality,
n B a+p—1 n B a+p—1
(3.6) —logp +log Zi:lnuzp’ﬁ — << —log ps* + log Zizlnuzpzﬂ — +1
D i1 Us P Dic1 Ui i
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Consider the interval,

n ,6 O(“rﬁ—l n 6 Oé+ﬂ—1
(3.7) 0; = | —logp; + log zi:lnu’ pfg 5, —log pf + log Zi:lnuz pg S
D et Ui Ps Do D

of length 1. In every, , there lies exactly one positive integesuch that

n B a+p-1
(3.8) 0 < —logp$ + log 21:1” szﬁ 5
> i1 Wi D;
<l
Z?:l Uz‘ﬁp?w_l

+ 1

< —logp; + log -
> im1 uzﬁpzﬁ

We will first show that the sequende, I, . . ., [,,, thus defined satisfieg (). From
(3.9), we have,

n B a+p—1
logy +log B <
i=1 Wi Dy

s uﬁpq+5*1

i=1 "3 4

i ufp;@

Multiplying both sides byu”p’ ! and summing over = 1,2,...,n, we get @.4).
The last inequality of{.9) gives,

n B, a+p—1
Do Ui Py

D i uzﬁpzﬁ

l; < —logpf + log
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or
-1

! Py
7 7
O B

n ﬁﬁ
i=1U; P

For0 < a < 1, raising both sides to the powég—a we obtain,
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Multiplying both sides byl—pl and summing ovei = 1,2, ..., n, gives Title Page
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Contents
n B 1*70411. n B a+p—1
Zi:l (uip;)” D™= < (Z J%a > DI*T& <4< »»
n B n B ’
> icr (uip;) > icr (wip;) < S
n 8 =2\ @ n B at+p—1
<Zi:1 (wip;)” D™ ) < (Z =1 4 D; ) Dl Page 10 of 13
n B n B8 ’
> iy (wipy) > e (wips) Go Back
Since2!~* — 1 > 0 for 0 < a < 1 ,after suitable operations, we obtain S e

! [(zlazn>D ”>“_1 Close
271\ T ()’ i i
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We can write

L8 (U) < HP (P;U) D' +

D7 —1

2l—a 1"

As D > 2, we haveZ ==L > 1 from which it follows that the upper bound (U/)

in (3.5), is greater than unity.
Also, fora > 1, the proof follows similarly.

]
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