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1. Introduction

Let a finite set ofn source symbolsX = (x1, x2, . . . , xn) with probabilitiesP =
(p1, p2, . . . , pn) be encoded usingD (D ≥ 2) code alphabets, then there is a uniquely
decipherable/instantaneous code with lengthsl1, l2, . . . , ln if and only if

(1.1)
n∑

i=1

D−li ≤ 1.

(1.1) is known as the Kraft inequality [5]. If L =
∑n

i=1 lipi is the average code
word length, then for a code which satisfies (1.1), Shannon’s coding theorem for a
noiseless channel (Feinstein [5]) gives a lower bound ofL in terms of Shannon’s
entropy [13]

(1.2) L ≥ H (P )

with equality iff li = − log pi ∀ i = 1, 2, . . . , n. All the logarithms are to baseD.
Belis and Guiasu [2] observed that a source is not completely specified by the

probability distributionP over the source symbolsX, in the absence of its qualitative
character. It can also be assumed that the source letters or symbols are assigned
weights according to their importance or utilities in the view of the experimenter.

Let U = (u1, u2, . . . , un) be the set of positive real numbers, whereui is the
utility or importance of outcomexi. The utitlity, in general, is independent of the
probability of encoding of source symbolxi, i.e.,pi. The information source is thus
given by

(1.3) S =

 x1 x2 · · · xn

p1 p2 · · · pn

u1 u2 · · · un


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where ui > 0, pi ≥ 0,
∑n

i=1 pi = 1.
Belis and Guiasu [2] introduced the following qualitative -quantitative measure

of information

(1.4) H (P ; U) = −
n∑

i=1

uipi log pi

which is a measure of the average quantity of ‘valuable’ or ‘useful’ information
provided by the information source (1.3). Guiasu and Picard [6] considered the
problem of encoding the letter output of the source (1.3) by means of a single letter
prefix code whose code wordsw1, w2, . . . , wn are of lengthsl1, l2, . . . , ln respectively
satisfying the Kraft inequality (1.1). They introduced the following ‘useful’ mean
length of the code

(1.5) L (P ; U) =

∑n
i=1 uipili∑n
i=1 uipi

.

Longo [11] interpreted (1.5) as the average transmission cost of the letterxi and
obtained the following lower bound for the cost measure (1.5) as

(1.6) L (P ; U) ≥ H (P ; U) ,

where

H (P ; U) = −
∑n

i=1 uipi log pi∑n
i=1 uipi

is the ‘useful’ information measure due to Guiasu and Picard [6], which was also
characterized by Bhaker and Hooda [3] by a mean value representation.
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2. Generalized Measures of Cost

In the derivation of the cost measure (1.5) it is assumed that the cost is a linear func-
tion of code length, but this is not always the case. There are occasions when the
cost behaves like an exponential function of code word lengths. Such types occur fre-
quently in market equilibrium and growth models in economics. Thus sometimes it
might be more appropriate to choose a code which minimizes a monotonic function,

(2.1) C =
n∑

i=1

uβ
i pβ

i D
1−α

α
li ,

whereα > 0 (6= 1) , β > 0 are the parameters related to the cost.
In order to make the result of the paper more comparable with the usual noiseless

coding theorem, instead of minimizing (2.1) we minimize

(2.2) Lβ
α (U) =

1

21−α − 1

[(∑n
i=1 (uipi)

β D
1−α

α
li∑n

i=1 (uipi)
β

)α

− 1

]
,

whereα > 0 ( 6= 1), β > 0, which is a monotonic function ofC. We define (2.2) as
the ‘useful’ average code length of orderα and typeβ.

Clearly, if α → 1, β = 1, (2.2) reduces to (1.5) which further reduces to the
ordinary mean length given by Shannon [13] whenui = 1 ∀ i = 1, 2, . . . , n. We
also note that (2.2) is a monotonic non-decreasing function ofα and if all theli

,s
are the same, sayli = l for eachi andα → 1, thenLβ

α (U) = l. This is an important
property for any measure of length to possess.

In the next section, we derive the lower and upper bounds of the cost function
(2.2) in terms of the following ‘useful’ information measure of orderα and typeβ,

(2.3) Hβ
α (P ; U) =

1

21−α − 1

[∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

− 1

]
,
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whereα > 0 (6= 1) , β > 0, pi ≥ 0, i = 1, 2, . . . , n,
∑n

i=1 pi ≤ 1.

(i) Whenβ = 1, (2.3) reduces to the measure of ‘useful’ information proposed
and characterised by Hooda and Ram [9].

(ii) If α → 1, β = 1, (2.3) reduces to the measure given by Belis and Guiasu [2].

(iii) If α → 1, β = 1 andui = 1 ∀ i = 1, 2, . . . , n, (2.3) reduces to the well known
measure given by Shannon [13].

Also, we have used the condition

(2.4)
n∑

i=1

uβ
i pβ−1

i D−li ≤
n∑

i=1

uβ
i pβ

i

to find the bounds. It may be seen that in the case whenβ = 1, ui = 1 ∀ i =
1, 2, . . . , n, (2.4) reduces to the Kraft inequality (1.1). D (D ≥ 2) is the size of the
code alphabet.

Longo [12], Gurdial and Pessoa [7], Autar and Khan [1], Jain and Tuteja [10],
Taneja et al. [16], Bhatia [4], Singh, Kumar and Tuteja [15] and Hooda and Bhaker
[8] considered the problem of a ‘useful’ information measure in the context of noise-
less coding theorems for sources involving utilities.

In this paper, we study upper and lower bounds by considering a new function
dependent on the parameterα and typeβ and a utility function. Our motivation for
studying this new function is that it generalizes some entropy functions already ex-
isting in the literature. The function under study is closely related to Tsallis entropy
which is used in Physics.
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3. Bounds on the Generalized Cost Measures

Theorem 3.1. For all integersD (D ≥ 2) , let li satisfy (2.4), then the generalized
average ‘useful’ codeword length satisfies

(3.1) Lβ
α (U) ≥ Hβ

α (P ; U)

and the equality holds iff

(3.2) li = − log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

.

Proof. By Hölder’s inequality [14]

(3.3)
n∑

i=1

xiyi ≥

(
n∑

i=1

xp
i

) 1
p
(

n∑
i=1

yq
i

) 1
q

for all xi, yi > 0, i = 1, 2, . . . , n and 1
p

+ 1
q

= 1, p < 1 ( 6= 0) , q < 0,or q < 1

(6= 0) , p < 0.
We see that equality holds if and only if there exists a positive constantc such

that

(3.4) xp
i = cyq

i .

Making the substitutions,

p =
α− 1

α
, q = 1− α,

xi =
(uipi)

βα
α−1 D−li∑n

i=1 (uipi)
βα

α−1

, yi =
(ui)

β
1−α p

α+β−1
1−α

i∑n
i=1 (uipi)

β
1−α
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in (3.3), we get∑n
i=1 uβ

i pβ−1
i D−li∑n

i=1 uβ
i pβ

i

≥

[∑n
i=1 uβ

i pβ
i D

1−α
α

li∑n
i=1 uβ

i pβ
i

] α
α−1
[∑n

i=1 uβ
i pα+β−1

i∑n
i=1 uβ

i pβ
i

] 1
1−α

.

Using the condition (2.4), we get[∑n
i=1 uβ

i pβ
i D

1−α
α

li∑n
i=1 uβ

i pβ
i

] α
1−α

≥

[∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

] 1
1−α

.

Taking0 < α < 1 and raising both sides to the power(1− α) ,[∑n
i=1 uβ

i pβ
i D

1−α
α

li∑n
i=1 uβ

i pβ
i

]α

≥

[∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

]
.

Multiplying both sides by 1
21−α−1

> 0 for 0 < α < 1 and simplifying, we obtain

Lβ
α (U) ≥ Hβ

α (P ; U) .

Forα > 1, the proof follows along similar lines.

Theorem 3.2. For every code with lengths{li} , i = 1, 2, . . . , n of Theorem3.1,
Lβ

α (U) can be made to satisfy the inequality,

(3.5) Lβ
α (U) < Hβ

α (P ; U) D1−α +
D1−α − 1

21−α − 1
.

Proof. Let li be the positive integer satisfying the inequality,

(3.6) − log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

≤ li < − log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

+ 1.
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Consider the interval,

(3.7) δi =

[
− log pα

i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

,− log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

+ 1

]
of length 1. In everyδi , there lies exactly one positive integerli such that

0 < − log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

(3.8)

≤ li

< − log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

+ 1.

We will first show that the sequencel1, l2, . . . , ln, thus defined satisfies (2.4). From
(3.8), we have,

− log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

≤ li,

pα
i∑n

i=1 uβ
i pα+β−1

i∑n
i=1 uβ

i pβ
i

≥ D−li .

Multiplying both sides byuβ
i pβ−1

i and summing overi = 1, 2, . . . , n, we get (2.4).
The last inequality of (3.8) gives,

li < − log pα
i + log

∑n
i=1 uβ

i pα+β−1
i∑n

i=1 uβ
i pβ

i

+ 1
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or

Dli <

 pα
i∑n

i=1 uβ
i pα+β−1

i∑n
i=1 uβ

i pβ
i


−1

D.

For0 < α < 1, raising both sides to the power1−α
α

we obtain,

D
1−α

α
li <

 pα
i∑n

i=1 uβ
i pα+β−1

i∑n
i=1 uβ

i pβ
i


α−1

α

D
1−α

α .

Multiplying both sides by uβ
i pβ

i∑n
i=1 uβ

i pβ
i

and summing overi = 1, 2, . . . , n, gives

∑n
i=1 (uipi)

β D
1−α

α
li∑n

i=1 (uipi)
β

<

(∑n
i=1 uβ

i pα+β−1
i∑n

i=1 (uipi)
β

) 1
α

D
1−α

α ,(∑n
i=1 (uipi)

β D
1−α

α
li∑n

i=1 (uipi)
β

)α

<

(∑n
i=1 uβ

i pα+β−1
i∑n

i=1 (uipi)
β

)
D1−α.

Since21−α − 1 > 0 for 0 < α < 1 ,after suitable operations, we obtain

1

21−α − 1

[(∑n
i=1 (uipi)

β D
1−α

α
li∑n

i=1 (uipi)
β

)α

− 1

]

<
1

21−α − 1

[∑n
i=1 uβ

i pα+β−1
i∑n

i=1 (uipi)
β

− 1

]
D1−α +

D1−α − 1

21−α − 1
.
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We can write

Lβ
α (U) < Hβ

α (P ; U) D1−α +
D1−α − 1

21−α − 1
.

As D ≥ 2, we haveD1−α−1
21−α−1

> 1 from which it follows that the upper bound,Lβ
α (U)

in (3.5), is greater than unity.
Also, for α > 1, the proof follows similarly.
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