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On Finite Sequences Satisfying Linear Recursions

Noam D. Elkies

Abstract. For any field k and any integers m, n with 0 � 2m � n + 1, let
Wn be the k-vector space of sequences (x0, . . . , xn), and let Hm ⊆ Wn be the
subset of sequences satisfying a degree-m linear recursion — that is, for which
there exist a0, . . . , am ∈ k, not all zero, such that

m∑
i=0

aixi+j = 0

holds for each j = 0, 1, . . . , n − m. Equivalently, Hm is the set of (x0, . . . , xn)
such that the (m + 1)× (n − m + 1) matrix with (i, j) entry xi+j (0 � i � m,
0 � j � n−m) has rank at most m. We use elementary linear and polynomial
algebra to study these sets Hm. In particular, when k is a finite field of q
elements, we write the characteristic function of Hm as a linear combination of
characteristic functions of linear subspaces of dimensions m and m + 1 in Wn.
We deduce a formula for the discrete Fourier transform of this characteristic
function, and obtain some consequences. For instance, if the 2m + 1 entries of
a square Hankel matrix of order m + 1 are chosen independently from a fixed
but not necessarily uniform distribution μ on k, then as m → ∞ the matrix is
singular with probability approaching 1/q provided ‖μ̂‖1 < q1/2. This bound

q1/2 is best possible if q is a square.
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1. Introduction

Fix a field k. For any integers m,n with 0 � 2m � n+1, let Wn be the k-vector
space of sequences (x0, . . . , xn), and let Hm ⊆ Wn be the subset of sequences
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satisfying a degree-m linear recursion, that is, for which there exist a0, . . . , am ∈ k,
not all zero, such that

m∑
i=0

aixi+j = 0(1)

holds for each j = 0, 1, . . . , n−m. Equivalently, Hm is the set of (x0, . . . , xn) such
that the (m+ 1) × (n−m+ 1) Hankel matrix1⎛⎜⎜⎜⎝

x0 x1 . . . xn−m

x1 x2 . . . xn−m+1

...
...

...
xm xm+1 . . . xn

⎞⎟⎟⎟⎠(2)

has rank at most m.2 Now linear recursions on infinite sequences {xi}i∈Z are
known to correspond to polynomials in the shift operators T±1 : {xi} �→ {xi±1},
modulo multiplication by powers of T . This approach does not work so nicely for
finite sequences, because T and T−1 push x0 and xn off the edge. We propose to
remedy this problem at T = 0,∞ by homogenizing: instead of polynomials in T±1,
use homogeneous polynomials in two variables Y and Z that act on Wn as the right
and left truncation maps to Wn−1. We shall see that this approach yields a clean
account of linear recursions and the subsets Hm in the space Wn, which itself will
be identified with the dual of the space Vn of homogeneous polynomials of degree n
in Y and Z.3

In the present paper we develop this account using elementary linear and polyno-
mial algebra. When k is a finite field of q elements, we also write the characteristic
function of Hm as a linear combination of characteristic functions of linear sub-
spaces of dimensions m and m + 1 in Wn. We deduce a formula for the discrete
Fourier transform of this characteristic function, and obtain some consequences.
For instance we obtain a new proof that #Hm = q2m. We further show that if the
2m+ 1 entries x0, . . . , x2m of a square Hankel matrix⎛⎜⎜⎜⎝

x0 x1 . . . xm

x1 x2 . . . xm+1

...
...

...
xm xm+1 . . . x2m

⎞⎟⎟⎟⎠(3)

of order m + 1 are chosen independently from a fixed but not necessarily uniform
distribution μ on k, then as m → ∞ the the matrix is singular with probability

1 For more background on Hankel matrices (matrices with entries constant on NE-SW di-
agonals), and the closely related Toeplitz or “persymmetric” matrices (with entries constant on
NW-SE diagonals), see for instance [4]. These matrices arise in diverse mathematical contexts;
see for instance [1, 3] and the references in [4]. In our setting, Hankel matrices are more natural
than Toeplitz ones, but our results on rank distribution, culminating in Theorem 2, apply equally
well to matrices of either Hankel or Toeplitz type.

2 I thank Joe Harris for the geometric observation that Hm consists of the lines through the
origin coming from the points (x0 : x1 : · · · : xn) lying on the m-th secant variety of the rational
normal curve (ξn : ξn−1η : · · · : ηn) in n-dimensional projective space over k. We shall not need
this formulation here, but it arises naturally in an arithmetic application of Hm [3].

3 As an added benefit, the whole structure inherits a GL2(k) structure from the action of
GL2(k) by linear substitutions on Y, Z. But this, too, is not needed for the present paper.
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approaching 1/q provided the Fourier transform of μ has l1 norm less than q1/2.
This bound is best possible if q is a square: if μ is the uniform distribution on ck0,
where k0 is a quadratic subfield of k and c ∈ k∗ is arbitrary, then ‖μ̂‖1 = q1/2

but the probability is q−1/2. It seems reasonable to conjecture that for any μ the
matrix (3) is singular with probability → 1/q as long as μ is supported on a set of
at least two elements not contained in ck0 for any proper subfield k0 of k.

2. The spaces Vn, Wn and some linear algebra

Basic notions and lemmas. Fix a field k. For each integer n ≥ −1, let Vn be
the vector space of dimension n + 1 over k consisting of bivariate homogeneous
polynomials

P (Y,Z) =
n∑

i=0

aiY
iZn−i(4)

of degree n. Let Wn be the dual of Vn. We identify Wn with the space of sequences
(x0, . . . , xn) by regarding such a sequence as the linear functional

n∑
i=0

aiY
iZn−i �→

n∑
i=0

aixi(5)

on Vn. Note that we allow V−1 and W−1, each of which is the zero space, but not
Vn,Wn for n < −1.

If m � 0 and n + 1 � m, polynomial multiplication Vm × Vn−m → Vn gives for
each Q ∈ Vm a linear map Mn(Q) : Vn−m → Vn defined by

Mn(Q) : P �→ PQ (P ∈ Vn−m).(6)

Our reason for identifying the space Wn of sequences (x0, . . . , xn) with the dual of
Vn is the following observation:

Lemma 1. Suppose Q ∈ Vm is the polynomial
∑m

i=0 aiY
iZm−i. Then the adjoint

of Mn(Q) is the linear map M∗
n(Q) : Wn → Wn−m taking any (x0, . . . , xn) to the

sequence of length n−m+ 1 whose j-th term is
m∑

i=0

aixi+j(7)

for each j with 0 � j � n−m.

Proof. We show the equivalent dual statement: The linear map Mn(Q) takes any
polynomial

P (Y,Z) =
n−m∑
j=0

bjY
jZn−m−j

in Vn−m to the polynomial PQ ∈ Vn whose Y rZn−r coefficient is
∑

i+j=r aibj for
each r with 0 � r � n. But this is immediate from the expansion of PQ. �

Thus Hm is the union of kerM∗
n(Q) over all nonzero Q ∈ Vm.

Of course that union is not disjoint, but as long as 2m � n+ 1 we shall describe
the intersection of kerM∗

n(Q1) and kerM∗
n(Q2) for any Q1, Q2 of degree at most m

(see Lemma 4 below). We first establish some further basic properties:
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Lemma 2. i) For any Q,Q′ ∈ Vm and n such that n+ 1 � m � 0 we have

M∗
n(Q+Q′) = M∗

n(Q) +M∗
n(Q′).(8)

ii) For any Q1 ∈ Vm1 , Q2 ∈ Vm2 , and n such that m1,m2 > 0 and n + 1 �
m1 +m2, we have

M∗
n(Q1Q2) = M∗

n−m2
(Q1) ◦M∗

n(Q2) = M∗
n−m1

(Q2) ◦M∗
n(Q1).(9)

iii) For any nonzero Q ∈ Vm and any n ≥ m − 1, the map M∗
n(Q) is surjective

and its kernel has dimension m.

Proof. (i) This is the dual of the identity Mn(Q+Q′) = Mn(Q)+Mn(Q′), which is
just the distributive law P (Q+Q′) = PQ+PQ′ for multiplication of homogeneous
polynomials. (Alternatively, apply Lemma 1.)

(ii) Likewise this is the dual of the fact that multiplying a polynomial of degree
n−m1 −m2 by Q1Q2 is the same as multiplying it first by Q2 and then by Q1 or
vice versa.

(iii) Since k[Y,Z] has no zero divisors, Mn(Q) is injective; thus M∗
n(Q) is surjec-

tive, and its kernel has dimension dimWn − dimWn−m = m. �

The ideal Ix. For x = (x0, . . . , xn) ∈ Wn, define Ix ⊆ k[Y,Z] as follows: any
Q ∈ k[Y,Z] is uniquely

∑M
m=0Qm with each Qm ∈ Vm; the subset Ix consists of

those
∑M

m=0Qm for which (M∗
n(Qm))(x) = 0 for each m � n+ 1.

Lemma 3. Ix is a homogeneous ideal in k[Y,Z] for all x ∈Wn.

Proof. By definition
∑M

m=0Qm ∈ Ix if and only if each Qm ∈ Ix. So it is enough
to check that Ix ∩ Vm is closed under addition for each m, and that PQ ∈ Ix if
Q ∈ Ix ∩ Vm and P ∈ Vm′ for some m,m′ ≥ 0. Each of these is vacuously true
if m > n + 1 or m + m′ > n + 1 respectively, and follows from part (i) or (ii) of
Lemma 2 otherwise. �

The main result of this section is the following partial description of Ix, stating in
effect that it is approximated by a principal ideal as well as dimension considerations
allow:

Proposition 1. Suppose for some x ∈ Wn that Ix contains a nonzero polynomial
of degree at most (n + 1)/2. Let m0 be the smallest degree of such a polynomial.
Then Ix ∩ Vm0 is 1-dimensional, say

Ix ∩ Vm0 = kQ0(10)

for some nonzero Q0 ∈ Vm0 . For each m � n+ 1 −m0,

Ix ∩ Vm = (Mn(Q0)) (Vm−m0).(11)

Remark 1. In particular, it follows that Ix ∩ Vm has dimension m −m0 + 1 for
m0 � m � n+1−m0. This cannot hold once m > n+1−m0, except in the trivial
case x = 0, when m0 = 0 and Ix is all of k[Y,Z]. Indeed suppose that m0 > 0 and
m > n+1−m0. If m > n+1 then Ix∩Vm = Vm has dimension m+1 > m−m0+1.
If m � n+ 1 then Ix ∩ Vm is the kernel of the linear map

Vm →Wn−m, Q �→ (M∗
n(Q))(x);(12)
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thus

dim(Ix ∩ Vm) � dimVm − dimWn−m = 2m− n,(13)

which again exceeds m − m0 + 1 since m > n + 1 − m0. This is what we mean
when we state that Ix approximates the principal ideal (Q0) as well as dimension
considerations allow.

To prove Proposition 1 we must first make good on our promise to describe inter-
sections of the spaces kerM∗

n(Q). We do this in the next lemma, whose statement
uses the greatest common divisor Q of two homogeneous polynomials Q1, Q2. This
is defined only up to multiplication by k∗, but such scaling does not affect the space
kerM∗

n(Q), so the choice of g.c.d. will not affect the result.

Lemma 4. Let Q1, Q2 be nonzero polynomials in Vm1 , Vm2 respectively, with great-
est common divisor Q. Then, for each n � max(m1,m2) − 1,

kerM∗
n(Q1) ∩ kerM∗

n(Q2) ⊇ kerM∗
n(Q),(14)

with equality if and only if

n+ 1 � m1 +m2 − deg(Q).(15)

Proof. If x ∈ kerM∗
n(Q) then x is in the kernel of both M∗

n(Q1) and M∗
n(Q2),

because each of these linear maps factors through M∗
n(Q) by part (ii) of Lemma 2.

Thus x is in the intersection of the two kernels, whence (14) follows. It remains to
establish the condition of equality.

Let m = degQ, and m′ = m1 + m2 − m. By Lemma 2(iii), the codimensions
in Wn of kerM∗

n(Q1) and kerM∗
n(Q2) are n+ 1−m1 and n+ 1−m2 respectively.

Thus their intersection has codimension at most

(n+ 1 −m1) + (n+ 1 −m2) = (n+ 1 −m) + (n+ 1 −m′).(16)

Hence if m′ > n+ 1 then this codimension is strictly less than the codimension of
kerM∗

n(Q). Thus the condition m′ � n+ 1 is necessary for equality in (14).
We conclude the proof by showing that this condition is also sufficient. Let Q′

be the least common multiple

Q′ = Q1Q2/Q(17)

of Q1 and Q2; this is a homogeneous polynomial of degree m′. Assuming that
m′ � n+ 1, we may then consider M∗

n(Q′). We claim that

kerM∗
n(Q1) + kerM∗

n(Q2) = kerM∗
n(Q′).(18)

By duality, this claim is equivalent to

im(Mn(Q1)) ∩ im(Mn(Q2)) = im(Mn(Q′)).(19)

But this is just the statement that a polynomial in Vn is divisible by both Q1 and
Q2 if and only if it is divisible by Q′ — which is true because Q′ is the least common
multiple of Q1 and Q2. We thus have

dim(kerM∗
n(Q1) ∩ kerM∗

n(Q2))(20)

= dim(kerM∗
n(Q1)) + dim(kerM∗

n(Q2)) − dim(kerM∗
n(Q1) + kerM∗

n(Q2))

= dim(kerM∗
n(Q1)) + dim(kerM∗

n(Q2)) − dim(kerM∗
n(Q′)).
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By Lemma 2(iii) again, this dimension equals

m1 +m2 −m′ = m = dim(kerM∗
n(Q)).(21)

Since we already know that kerM∗
n(Q1)∩ kerM∗

n(Q2) contains kerM∗
n(Q), we con-

clude that these two spaces are equal. �

Corollary 1. Suppose x ∈ Wn. If Ix contains homogeneous polynomials Q1, Q2

whose least common multiple has degree at most n+1, then Ix contains gcd(Q1, Q2).
In particular, this conclusion holds if degQ1 + degQ2 � n+ 1.

Proof. Under our hypotheses, x is contained in both kerM∗
n(Q1) and kerM∗

n(Q2),
and the equality condition of Lemma 4 is satisfied. Therefore

x ∈ kerM∗
n(Q1) ∩ kerM∗

n(Q2) = kerM∗
n(gcd(Q1, Q2)),(22)

which is to say that Ix contains gcd(Q1, Q2) as claimed. �

We can now easily prove Proposition 1:

Proof of Proposition 1. Suppose Q1, Q2 are nonzero polynomials in Ix ∩ Vm0 .
By the hypothesis of Proposition 1 we know 2m0 � n + 1. Corollary 1 thus ap-
plies, and we find that Ix contains gcd(Q1, Q2). Unless Q1, Q2 are proportional,
deg(gcd(Q1, Q2)) < m0, which is impossible by the definition of m0. Thus Ix ∩Vm0

has dimension 1 as claimed. By the same Corollary, if m � n + 1 − m0 and
Q ∈ Ix∩Vm0 −{0} then Ix � gcd(Q0, Q). Since again gcd(Q0, Q) must have degree
at least m0, we conclude that Q is a multiple of Q0. Since Ix is an ideal (Lemma 3),
we already know that Ix contains all multiples of Q0; thus Ix ∩ Vm0 consists of all
degree-m multiples of Q0, and we are done. �

It is thus natural to call Q0 the minimal linear recursion satisfied by x. (Again
Q0 is defined only up to multiplication by k∗.) From Proposition 1 we deduce the
following description of the degree m0 of this minimal recursion:

Corollary 2. If x ∈ Hm for some m � (n + 1)/2 then the degree of the minimal
linear recursion satisfied by x equals the rank of the Hankel matrix (2) associated
to x.

Proof. Let m0 be this minimal degree. The rank of (2) is m+1−d, where d is the
dimension of the kernel of the action of this matrix on row vectors of length m+ 1.
But Lemma 1 identifies this kernel with the space Ix ∩ Vm of degree-m recursions
satisfied by x. Since m0 � m � (n+ 1)/2, we may apply Proposition 1 to find that
d = m−m0 + 1. Thus m0 is the rank of the Hankel matrix, as claimed. �

3. The characteristic function of Hm

Decomposition into signed linear subspaces. We assume henceforth that k
is a finite field of q elements. For integers m,n satisfying our customary condition
2m � n + 1, let Pm be the set of all subspaces of Wn of the form kerM∗

n(Q) for
some nonzero Q ∈ Vm. (By Lemma 4 and part (iii) of Lemma 2, kerM∗

n(Q1) =
kerM∗

n(Q2) if and only if Q1, Q2 are proportional; thus Pm consists of

#(Vm − {0})
#(k∗)

=
qm+1 − 1
q − 1

(23)
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subspaces. We note for later use that this formula remains valid if we allowm = −1,
when Pm is empty.) Recall that we defined Hm as the set of x ∈ Wn satisfying a
recursion of degree m, and noted that Hm is thus the union of all the subspaces
in Pm. We further noted that this union is not disjoint, and thus that χHm

, the
characteristic function ofHm, is not simply the sum of the characteristic functions of
the subspaces in Pm. However, by Lemma 4, the intersection of any two subspaces
in Pm is again the kernel of M∗

n(Q) for some nonzero homogeneous Q of degree
� m, and more generally if m1,m2 � m then the intersection of any subspace
in Pm1 with any subspace in Pm2 is itself in Pm′ for some m′ � m. Thus we
can use inclusion-exclusion identities to write χHm

as a linear combination of the
characteristic functions of subspaces in Pm′ for m′ � m. Fortunately the resulting
formula is quite simple:

Proposition 2. The characteristic function of Hm equals∑
K∈Pm

χK − q
∑

K∈Pm−1

χK ,(24)

in which χK is the characteristic function of the set K, and the second sum is
interpreted as zero when m = 0.

Proof. Clearly (24) is an integer-valued function on Wn supported on Hm. Thus
we need only show that its value at x equals 1 for all x ∈ Hm. But this value is

#(Ix ∩ Vm) − 1
q − 1

− q
#(Ix ∩ Vm−1) − 1

q − 1
(25)

= 1 +
#(Ix ∩ Vm) − q#(Ix ∩ Vm−1)

q − 1
.

Let m0 be the degree of the minimal linear recursion satisfied by x. By Proposi-
tion 1, Ix∩Vm and Ix∩Vm−1 are vector spaces of dimensions m−m0+1 and m−m0

respectively over k. (Note that this remains true if m0 = m, when Ix ∩ Vm−1 is
the zero space.) Thus #(Ix ∩ Vm) = q #(Ix ∩ Vm−1), and (25) simplifies to 1 as
claimed. �

We easily deduce the formula [2, Thm. 1] for the size of Hm:

Corollary 3. For all nonnegative m � (n+ 1)/2 we have

#(Hm) = q2m.(26)

Proof. The size of Hm is the sum of χHm
(x) over x ∈Wn. By (24), this sum is∑

K∈Pm

#(K) − q
∑

K∈Pm−1

#(K).(27)

But by Lemma 2(iii), each K ∈ Pm has size qm, and each K ∈ Pm−1 has size
qm−1. Using (23) — and this is where we use the validity of (23) also for m = −1
— we thus simplify (27) to

qm+1 − 1
q − 1

qm − q
qm − 1
q − 1

qm−1 = q2m,(28)

as claimed. �
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In particular, if n = 2m − 1 then #Hm = #Wn, whence Hm = Wn — which
is clear because in this case the Hankel matrix (2) has only m rows, so must have
rank at most m. (This is essentially the special case n = 2m− 1 of the dimension
count we used earlier to deduce (13); in this case we find that Ix ∩ Vm has rank at
least 2m− n = 1, so must contain a nonzero vector.) Starting from this, one may
establish without too much difficulty a bijection from W2m−1 to the subset Hm

of Wn for any n � 2m − 1, even without our k[Y,Z] framework. (This is in effect
how (26) is proved in [2].) But our approach also yields a formula for the Fourier
transform χ̂Hm

(P ) for all P ∈ Vn, whereas (26) only gives χ̂Hm
(0). We turn to

χ̂Hm
next.

Discrete Fourier transform. To define the Fourier transform on Wn, we first
define it on k. Fix a nontrivial character ψ0 of k, that is, a nontrivial homomorphism
from the additive group of k to the unit circle in C. [If k = Z/pZ for some prime p,
we may take ψ0(x) = exp(2πix/p); in general k contains Z/pZ where p is the
characteristic of k, and we may take ψ0(x) = exp(2πit(x)/p) where t : k → Z/pZ is
any nontrivial homomorphism of additive groups. One common choice for t is the
trace from k to Z/pZ. At any rate none of our results will depend on the choice
of ψ0.] For any function f : k → C, we define the (discrete) Fourier transform f̂
of f to be the following function from k to C:

f̂(a) :=
∑
x∈k

f(x)ψ0(ax).(29)

It is known that f �→ f̂ is a linear bijection on the space Cq of complex-valued
functions on k, and that the inverse bijection is given by the Fourier inversion
formula:

f(x) =
1
q

∑
a∈k

f̂(a)ψ0(−ax).(30)

The Fourier transform is defined more generally for finite-dimensional vector spaces
over k. Let V,W be a dual pair of such spaces, of dimension d. (We shall use
V = Vn, W = Wn, d = n + 1.) To each function F : W → C we associate its
discrete Fourier transform

F̂ (a) :=
∑
x∈W

F (x)ψ0(〈a, x〉).(31)

Again F �→ F̂ is a linear bijection, and in this context the inversion formula reads

F (x) =
1
qd

∑
a∈V

F̂ (a)ψ0(−〈a, x〉).(32)

To recover χ̂Hm
from Proposition 2, we shall need one more fact about the discrete

Fourier transform:

Lemma 5. For any linear subspace K ⊆ W , the Fourier transform of its charac-
teristic function χK is (#K) · χK⊥ , where K⊥ is the annihilator of K in V .

Proof. By definition, χ̂K(a) is the sum over K of the character x �→ ψ0(〈a, x〉);
thus χ̂K(y) = #K or 0 according as this character is trivial or nontrivial on K,
that is, according as a ∈ K⊥ or a /∈ K⊥. �
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We can now give our formula for χ̂Hm
. It will be convenient to introduce the

following notation: for P ∈ Vn and any integer d, define ωd(P ) to be 1/(q − 1)
times the number of nonzero Q ∈ Vd such that P is a multiple of Q. Equivalently,
ωd(P ) is the number of degree-d factors of P up to k∗ scaling, and the number
of homogeneous principal ideals in k[Y,Z] that contain P and have a generator of
degree d. For instance, ω0(P ) = 1, and for all d ≥ −1,

ωd(0) =
qd+1 − 1
q − 1

[= #(Pd) if 2d � n+ 1].(33)

Moreover, for nonzero P we have the identity

ωd(P ) = ωn−d(P ),(34)

due to the bijection Q ↔ P/Q between factors of P of degree d and n − d. (The
notation ωd is suggested by the omega function in elementary number theory, which
counts the positive divisors of a given positive integer.)

Theorem 1. For every m � (n+ 1)/2 and P ∈ Vn we have

χ̂Hm
(P ) = qm (ωm(P ) − ωm−1(P )) .(35)

Proof. By Proposition 2 and Lemma 5, this follows from the following observation:
for any homogeneous polynomial Q of degree at most n, the annihilator in Vn of
kerM∗

n(Q) is the image of Mn(Q), which is the space of degree-n multiples of Q.
Thus when we use (24) to expand χ̂Hm

as a linear combination of characteristic
functions of annihilators, the number of subspaces in Pm or Pm−1 that contribute
a term to χ̂Hm

(P ) is the number of divisors of P of degree m or m − 1 up to k∗

scaling. Each of these terms is qm or −q · qm−1 = −qm respectively, whence the
formula (35). �

As promised, Proposition 2 is the special case P = 0 of this formula (cf. (33)).
Also, if n = 2m− 1, the identity (34) yields χ̂Hm

(P ) = 0 for all P �= 0, consistent
with Hm = Wn in that case.

Hankel matrices with independently biased entries. The formula (26) can
be interpreted thus: if x0, . . . , xn are chosen independently at random from the
uniform distribution on k, then the resulting vector (x0, . . . , xn) is in Hm with
probability q2m−(n+1). Using Theorem 1 we can also get at the probability that
(x0, . . . , xn) ∈ Hm if the xi are still chosen independently at random but from
distributions μi on k that are not necessarily uniform.

We regard the μi as functions from k to R satisfying the conditions: μi(x) � 0
for all x ∈ k, and

[μ̂i(0) =]
∑
x∈k

μi(x) = 1.(36)

Then the probability that �x := (x0, . . . , xn) is in Hm is

Πm(μ0, . . . , μn) =
∑

�x∈Wn

χHm
(�x)

n∏
i=0

μi(xi).(37)

By applying Fourier inversion to χHm
we can express this as a linear combination

of the values of χ̂Hm
(P ). The resulting formula is:
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Lemma 6. We have

Πm(μ0, . . . , μn) = q−(n+1)
∑

P∈Vn

χ̂Hm
(P )

n∏
i=0

μ̂i(−ai),(38)

where ai is the Y iZn−i coefficient of P as in (4).

Proof. By Fourier inversion (32),

Πm(μ0, . . . , μn) = q−(n+1)
∑

P∈Vn

χ̂Hm
(P )

⎛⎝ ∑
�x∈Wn

ψ0(−〈P, x〉)
n∏

i=0

μi(xi)

⎞⎠ .(39)

Now 〈P, x〉 =
∑n

i=0 aixi, so

ψ0(−〈P, x〉)
n∏

i=0

μi(xi) =
n∏

i=0

ψ0(−aixi)μi(xi).(40)

Thus the inner sum in (39) factors into
n∏

i=0

(∑
xi∈k

ψ0(−aixi)μi(xi)

)
=

n∏
i=0

μ̂i(−ai).(41)

Entering this into (39) yields the claimed formula (38). �

The term P = 0 in (39) contributes

q−(n+1)χ̂Hm
(0)

n∏
i=0

μ̂i(0) = q2m−(n+1),(42)

because χ̂Hm
(0) = q2m and each μ̂i(0) = 1. The absolute value of the sum of the

remaining terms is at most

q−n+1 sup
P∈Vn−{0}

|χ̂Hm
(P )| ·

∑
P∈Vn−{0}

n∏
i=0

|μ̂i(−ai)|(43)

= q−n+1 sup
P∈Vn−{0}

|χ̂Hm
(P )|

[(
n∏

i=0

‖μ̂i‖1

)
− 1

]
,

where ‖μ̂i‖1 is the l1 norm

‖μ̂i‖1 :=
∑
a∈k

|μ̂i(a)|.(44)

Since μ̂i(0) = 1, we have ‖μ̂i‖1 � 1, with equality if and only if μ̂i(a) = 0 for
all a �= 0. By Fourier inversion (30), this condition is equivalent to μi(x) = 1/q
for all x. Hence ‖μ̂i‖1 = 1 if and ony if μi is the uniform distribution on k. We
may thus regard (

∏n
i=0 ‖μ̂i‖1)− 1 as a measure of how far the product distribution

μ0 . . . μn departs from uniform distribution on Wn.
What of the other factor supP �=0 |χ̂Hm

(P )| in the error estimate (43)? By Theo-
rem 1, each χ̂Hm

(P ) is a multiple of qm. Once n � 2m, we cannot expect χ̂Hm
(P )

to vanish for all P �= 0, so supP �=0 |χ̂Hm
(P )| must be at least qm. We next show

that it |χ̂Hm
(P )| is never much larger than qm for P �= 0:
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Lemma 7. For every q and ε > 0, there exists an effective constant C such that

ωd(P ) < C(1 + ε)n(45)

for every nonzero P ∈ Vn and every integer d.

(This is analogous to the standard fact that the number of factors of an n-digit
integer is subexponential in n, and will be proved in the same way.)

Proof. Define

ω(P ) :=
n∑

d=0

ωd(P ),(46)

the total number of divisors of P up to k∗ scaling. Factor P into irreducibles over k:

P =
r∏

s=1

P es
s ,(47)

with Ps distinct irreducibles of degree fs. Comparing degrees in (47) we find

n =
r∑

s=1

esfs.(48)

Now

ω(P ) =
r∏

s=1

(es + 1),(49)

because the general divisor of P is
∏r

s=1 P
e′

s
s with each e′s chosen from among the

es + 1 possibilities 0, 1, . . . , es. Fix m0 large enough that 21/m0 < 1 + ε, and factor
(49) as

ω(P ) =
∏

fs<m0

(es + 1)
∏

fs�m0

(es + 1).(50)

The second product is at most∏
fs�m0

2es = 2
∑

fs�m0
es � 2n/m0 ,(51)

since m0

∑
fs�m0

es �
∑r

s=1 esfs = n by (48). The first product in (50) has at most
B factors, where B is the number of irreducible bivariate homogeneous polynomials
of degree < m0 up to k∗ scaling. Each factor is at most n+ 1, so the product is at
most (n+1)B . Since log(n+1)B = o(n) as n→ ∞, and 21/m0 < 1+ ε, we conclude
that

ω(P ) � 2n/m0(n+ 1)B � (1 + ε)n.(52)

Since ωd(P ) � ω(P ), we deduce ωd(P ) � (1 + ε)n. �

Combining this estimate with Theorem 1 and Lemma 6, we obtain:

Theorem 2. For every q and ε > 0, there exists an effective constant C such that∣∣∣Πm(μ0, . . . , μn) − q2m−(n+1)
∣∣∣ < C(1 + ε)nqm−n

n∏
i=0

‖μ̂i‖1 .(53)

for any n and any distributions μi on k.
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In particular, suppose that n = 2m+α for some fixed nonnegative integer α, and
that all the μi are the same, so that each xi is chosen from the same distribution μ.
Then, as long as ‖μ̂‖1 < q1/2, the error term in (53) approaches 0 as m → ∞,
and we conclude that if each of x0, . . . , x2m+α is chosen independently from the
distribution μ then x ∈ Hm with probability approaching q−(α+1), same as for the
uniform distribution. As noted in the Introduction, the bound on ‖μ̂‖1 is best
possible, at least if q is a square: in that case k has a quadratic subfield k0, and
if each xi is chosen uniformly from k0 (or from ck0 for some c ∈ k∗) then x ∈ Hm

with probability q−(α+1)/2, not q−(α+1); but for this distribution, ‖μ̂‖1 = q1/2 by
Lemma 5.

4. Open questions

Better bounds on Πm(μ0, . . . , μn) − q2m−(n+1)? We showed (Theorem 2)
that Πm(μ0, . . . , μn) is well approximated by q2m−(n+1) under certain hypotheses
on the μi. Can these hypotheses by weakened by lowering the error bound in (53)?
Of course we must exclude some choices of μi. For instance we certainly cannot have
every μi supported on only one point; and we already gave the counterexample of
uniform distribution on a proper subfield of k. But it seems plausible that, except
for such pathological cases, (x0, . . . , xn) should be about as likely to be in Hm with
xi chosen from μi as it is with �x chosen uniformly from Wn — whether or not the
‖μi‖1 are small enough to deduce Πm(μ0, . . . , μn) ∼ q2m−(n+1) from Theorem 2.
For instance we may surmise the following

Conjecture. Fix k and a closed set K of distributions μ : k → R. Assume that
no μ ∈ K is supported on a single point, nor on ck0 for any c ∈ k∗ and any proper
subfield k0 of k. Then, for every real R � 2, we have

Πm(μ0, . . . , μn) = (1 + o(1))q2m−(n+1)(54)

for any sequence of (n,m, μ0, . . . , μn) for which m → ∞, 2m � n � Rm, and
μi ∈ K for each i.

In particular, suppose q = R = 2. A distribution on k is then a pair (μ(0), μ(1))
of nonnegative numbers with μ(0)+μ(1) = 1. The conjecture then asserts that, for
each p > 0, if each entry xi of a square Hankel matrix of order m+ 1 over Z/2Z is
chosen independently at random with probabilities μi(0), μi(1) both � p, then the
matrix is singular with probability approaching 1/2 as m → ∞. Theorem 2 shows
this only for p > 1 − 2−1/2 ≈ 29.3%.

Higher dimensions. What happens to our theory in the context of arrays of
dimension 2 or greater, rather than finite sequences? One could start the analysis
in the same way, using for instance homogeneous polynomials in three variables
to treat triangular arrays, or bihomogeneous polynomials in two pairs of variables
for rectangular arrays. The resulting structures will surely be more complicated in
higher dimensions, but it may still be possible to find tractable descriptions.

Determinants of nonsingular Hankel matrices. In another direction, we re-
turn to the case n = 2m of square Hankel matrices (3) of order m + 1, for which
Hm consists in effect of such matrices whose determinant vanishes. We then ask: Is
there a formula analogous to (35), or even an estimate analogous to Lemma 7, for
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the discrete Fourier transform of the set of square Hankel matrices of order m+ 1
with determinant c, for any given nonzero c ∈ k? This is easy when q = 2, in which
case that set is just the complement of Hm. But the problem seems to require new
techniques once q � 3.
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Thijsse), Boston: Birkhäuser 1982, MR 83k:15021, Zbl 0493.15018.

Department of Mathematics, Harvard University, Cambridge, MA 02138
elkies@math.harvard.edu http://www.math.harvard.edu/˜elkies/

This paper is available via http://nyjm.albany.edu:8000/j/2002/8-5.html.

http://nyjm.albany.edu:8000/j/2002/8-5.html
http://www.math.harvard.edu/~elkies/
mailto:elkies@math.harvard.edu
http://www.emis.de/cgi-bin/MATH-item?0493.15018
http://www.ams.org/mathscinet-getitem?mr=83k:15021
http://www.emis.de/cgi-bin/MATH-item?0104.01304
http://www.ams.org/mathscinet-getitem?mr=22:3734
http://www.emis.de/cgi-bin/MATH-item?0788.14026
http://www.ams.org/mathscinet-getitem?mr=94m:11071


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


