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The randomMarkov-Kakutani fixed point
theorem in a random locally convex module

Qiang Tu, XiaohuanMu and Tiexin Guo

Abstract. Based on the recently developed theory of 𝜎-stable sets and sta-
ble compactness, we first establish the randomMarkov-Kakutani fixed point
theorem in a random locally convex module: let (𝐸,𝒫) be a random locally
convex module and 𝐺 be a nonempty stably compact 𝐿0-convex subset of
𝐸, then every commutative family of𝒯𝑐(𝒫𝑐𝑐)-continuous 𝐿0-affine mappings
from𝐺 to𝐺 has a common fixed point, where𝒫𝑐𝑐 is the 𝜎-stable hull of𝒫 and
𝒯𝑐(𝒫𝑐𝑐) is the locally 𝐿0-convex topology induced by 𝒫𝑐𝑐. Second, we prove
that the randomMarkov-Kakutani fixed point theorem implies the algebraic
form of the known random Hahn-Banach theorem. Finally, we establish a
more general strict separation theorem in a random locally convex module,
which provides not only amore general geometric form of the randomHahn-
Banach theorem but also another proof for the random Markov-Kakutani
fixed point theorem. Therefore, as a byproduct, the work of this paper also
shows that the algebraic and geometric forms of the random Hahn-Banach
theorem are equivalent. It should be pointed out that the main challenge in
this paper lies in overcoming noncompactness since a stably compact set is
generally noncompact.
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1. Introduction
The celebratedMarkov-Kakutani fixed point theorem [27, 31] states that let𝐸

be a Hausdorff locally convex space and 𝐺 be a nonempty compact convex sub-
set of 𝐸, then every commutative family of continuous affine mappings from 𝐺
to itself has a common fixed point. It was first proved by Markov [31] by us-
ing the Tychonoff fixed point theorem [35]. In 1938, Kakutani [27] presented
another constructive direct proof and showed that the Markov-Kakutani fixed
point theorem implies the Hahn-Banach theorem. Since then, the Markov-
Kakutani fixed point theorem had stimulated a series of subsequent studies
of common fixed point theorems for commutative family of mappings in Ba-
nach spaces or locally convex spaces [1, 2, 3, 6, 28, 32, 33]. In 1992, Werner
[36] proved that the Hahn-Banach theorem implies theMarkov-Kakutani fixed
point theorem. The equivalence between theMarkov-Kakutani fixed point the-
orem and the Hahn-Banach theorem further shows that the Markov-Kakutani
fixed point theorem is of fundamental importance in analysis. The purpose of
this paper is to prove the random Markov-Kakutani theorem in a random lo-
cally convexmodule and establish its corresponding connectionwith the known
random Hahn-Banach theorem [9, 10, 14].
Random functional analysis is based on the idea of randomizing the tradi-

tional space theory in functional analysis. Over the last three decades, random
functional analysis has formed its basic frameworks such as random normed
modules and random locally convex modules together with the theory of ran-
dom conjugate spaces — a basic tool for the development of these frameworks
[14]. Random normed modules and random locally convex modules are a ran-
dom generalization of ordinary normed spaces and locally convex spaces, re-
spectively, which were introduced by Guo [9, 10, 13]. Before 2009, random
normed modules and random locally convex modules are often endowed with
the (𝜀, 𝜆)-linear topology, and are generally locally nonconvex topological mod-
ules. It is in order to overcome the nonconvexity of this linear topology that the
theory of random conjugate spaces was developed by establishing the Hahn-
Banach theorem for random linear functionals in [9, 10]. From 1991 to 2009,
the theory of random conjugate spaces already obtained a rapid and deep devel-
opment, for example, the work on the representation theorems of random con-
jugate spaces [11, 19] as well as the characterization of random reflexivity [15]
was carried out during this time and has played an essential role in the recent
development of nonsmooth differential geometry [8, 29, 30], see [16] for details
and in particular for Gigli’s independent contribution. In 2009, motivated by fi-
nancial applications, Filipović, et al introduced the notion of locally 𝐿0-convex
modules in order to provide a generalized convex analysis (called random con-
vex analysis) suited to the development of conditional or dynamic riskmeasures
[7], where another kind of topology for random locally convex modules, called
the locally 𝐿0-convex topology, was introduced. The locally 𝐿0-convex topology
is much stronger than the (𝜀, 𝜆)-topology so that the locally 𝐿0-convex topology
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can assure the𝐿0-convex subsets in question to have nonempty topological inte-
riors, whichmakes it possible to establish some basic results such as continuity
and subdifferentiability theorems for 𝐿0-convex functions. However, the locally
𝐿0-convex topology is too strong to be a linear topology, which makes the ear-
lier work [7] on random convex analysis not deeply developed. Following [7],
Guo [14] introduced the notion of 𝜎-stable sets and established the connection
between some basic results derived from the two kinds of topologies. Thus, the
advantages of the two kinds of topologies can be combined together to lead to
a subsequent deep development of random convex analysis with applications
[21, 22, 23, 24].
Just as pointed out in [17, 20], with the deep development of financial ap-

plications of random functional analysis, the current central task of random
functional analysis is extending fixed point theory from Banach spaces or lo-
cally convex spaces to complete random normed modules and random locally
convex modules, whereas the biggest challenge lies in overcoming noncom-
pactness: since the classical topological fixed point theorems such as Brouwer,
Schauder and Tychonoff fixed point theorems are established on compact con-
vex sets, however, the closed 𝐿0-convex sets frequently encountered in random
functional analysis and its applications are generally noncompact [12, 26]. For-
tunately, the theory of stable compactness, as a proper generalization of ordi-
nary compactness, has been successfully developed in [4, 16, 17, 18]. On the
basis of these developments on stable compactness, this paper returns to the
establishment of random Markov-Kakutani fixed point theorem together with
its connection with the random Hahn-Banach theorem.
Although our proofs of the main results in this paper are considerably moti-

vated by the works in [27] and [36], it should be pointed out that our methods
used in this paper are not a simple translation of the classical methods since
our proofs require overcoming lots of challenges. First, since stably compact
sets in a random locally convex module are generally not compact and thus the
related arguments are quite complicated, for example, the open covering char-
acterization of stably compact sets states that any𝜎-stable covering composed of
𝜎-stable open sets must have a stable finite subcovering (see Proposition 2.14),
whichmakesmanymethods used in [27] not applicable to our proofs, requiring
us to devise new approaches. Second, our investigations focus on stably com-
pact 𝐿0-convex sets in random locally convex modules, requiring that the sets
and mappings constructed in our proofs, for example 𝑆 and 𝑇�̃� in the proof of
Proposition 3.3, be 𝜎-stable, which forces us to overcome lots of new difficul-
ties not present in the classical cases. In particular, in the proof of Proposition
3.3, in order to obtain {𝑇�̃�(𝐺) ∶ �̃� ∈ 𝐿0(ℱ,ℕ)} has a nonempty intersection, we
must show that {𝑇�̃�(𝐺) ∶ �̃� ∈ 𝐿0(ℱ,ℕ)} is a 𝜎-stable family. Finally, our proofs
require the consideration of complicated stratification structures, as detailed in
Lemma 4.1 and Theorem 4.2.
The remainder of this paper is organized as follows: Section 2 first recapit-

ulates some basic notions and known facts, then studies some basic properties
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of 𝜎-stable sets and stably compact sets in random locally convex modules, pre-
senting several useful lemmas. In section 3, we establish the random Markov-
Kakutani fixed point theorem in a random locally convexmodule and employ it
to give a newproof of the algebraic formof the know randomHahn-Banach the-
orem. In Section 4, we first establish a more general strict separation theorem
in a random locally convex module, which provides not only a more general
geometric form of the random Hahn-Banach theorem but also another proof
for the randomMarkov-Kakutani fixed point theorem. Therefore, as a byprod-
uct, the work of this paper also shows that the algebraic and geometric forms
of the random Hahn-Banach theorem are equivalent.
Throughout this paper, for a family ℰ of sets, we always use

⋃
ℰ and

⋂
ℰ

for the union and intersection of the sets in ℰ, respectively, here we would like
to remind the reader of the conventional use in Proposition 2.14 and Lemmas
2.10, 2.17, 2.18 and 4.1.

2. On 𝝈-stable sets and stable compactness in random locally
convex modules
Throughout this paper, (Ω,ℱ, 𝑃) denotes a probability space,ℕ the set of pos-

itive integers,𝕂 either the scalar fieldℝ of real numbers orℂ of complex num-
bers, ℝ̄ the set of extended real numbers, 𝐿0(ℱ,𝕂) the algebra of equivalence
classes of 𝕂-valued ℱ-measurable random variables on (Ω,ℱ, 𝑃), 𝐿0(ℱ,ℕ) the
set of equivalence classes of ℕ-valued ℱ-measurable random variables on
(Ω,ℱ, 𝑃). Specially, 𝐿0(ℱ) ∶= 𝐿0(ℱ,ℝ) and �̄�0(ℱ) denotes the set of
equivalence classes of extended real valuedℱ-measurable random variables on
(Ω,ℱ, 𝑃).
Proposition 2.1 below can be regarded as the randomized version of the order

completeness of ℝ.

Proposition 2.1 ([5]). Define a partial order ≤ on �̄�0(ℱ) as follows: 𝜉 ≤ 𝜂 if
𝜉0(𝜔) ≤ 𝜂0(𝜔) for almost all 𝜔 inΩ (briefly, 𝜉0 ≤ 𝜂0 a.s.), where 𝜉0 and 𝜂0 are re-
spectively arbitrarily chosen representatives of 𝜉 and 𝜂 in �̄�0(ℱ). Then (�̄�0(ℱ),≤)
is a complete lattice. For a nonempty subset 𝐻 of �̄�0(ℱ),

⋁
𝐻 and

⋀
𝐻 respec-

tively stand for the supremum and infimum of a subset𝐻 of �̄�0(ℱ). Furthermore,
the following statements hold:
(1) There exist two sequences {𝑎𝑛, 𝑛 ∈ 𝑁} and {𝑏𝑛, 𝑛 ∈ 𝑁} in𝐻 such that

⋁
𝐻 =⋁

𝑛 𝑎𝑛 and
⋀
𝐻 =

⋀
𝑛 𝑏𝑛.

(2) If𝐻 is directed upwards (resp., downwards), namely for any two elements ℎ1
and ℎ2 in 𝐻 there exists some ℎ3 in 𝐻 such that ℎ1 ∨ ℎ2 ≤ ℎ3 (resp., ℎ3 ≤
ℎ1 ∧ ℎ2), then {𝑎𝑛, 𝑛 ∈ 𝑁} (resp., {𝑏𝑛, 𝑛 ∈ 𝑁}) stated above can be chosen as
nondecreasing (resp., nonincreasing).

(3) (𝐿0(ℱ),≤) is a Dedekind complete lattice.

As usual, for any 𝜉, 𝜂 ∈ �̄�0(ℱ), 𝜉 > 𝜂 means 𝜉 ≥ 𝜂 and 𝜉 ≠ 𝜂, whereas, for
any 𝐴 ∈ ℱ, 𝜉 < 𝜂 on 𝐴 means 𝜉0(𝜔) < 𝜂0(𝜔) for almost all 𝜔 in 𝐴, where 𝜉0
and 𝜂0 are arbitrarily chosen representatives of 𝜉 and 𝜂, respectively.
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The following notations are employed throughout this paper.
𝐿0+(ℱ) = {𝜉 ∈ 𝐿0(ℱ) ∶ 𝜉 ≥ 0};
𝐿0++(ℱ) = {𝜉 ∈ 𝐿0(ℱ) ∶ 𝜉 > 0 on Ω};
ℱ+ = {𝐴 ∈ ℱ ∶ 𝑃(𝐴) > 0}.
𝐼𝐴 always stands for the equivalence class of 𝐼𝐴 for any 𝐴 ∈ ℱ, where 𝐼𝐴 is

the characteristic function of 𝐴, namely 𝐼𝐴(𝜔) = 1 if 𝜔 ∈ 𝐴 and 𝐼𝐴(𝜔) = 0
otherwise.

Definition 2.2 ([13]). An ordered pair (𝐸,𝒫) is called a random locally convex
module (briefly, an 𝑅𝐿𝐶 module) over 𝕂 with base (Ω,ℱ, 𝑃) if 𝐸 is a left mod-
ule over the algebra 𝐿0(ℱ,𝕂) (briefly, an 𝐿0(ℱ,𝕂)-module) and 𝒫 is a family of
mappings from 𝐸 to 𝐿0+(ℱ) such that the following conditions are satisfied:
(1)

⋁
{‖𝑥‖ ∶ ‖ ⋅ ‖ ∈ 𝒫} = 0 iff 𝑥 = 𝜃 (the null element of 𝐸);

(2) ‖𝜉𝑥‖ = |𝜉|‖𝑥‖, ∀𝜉 ∈ 𝐿0(ℱ,𝕂), 𝑥 ∈ 𝐸 and ‖ ⋅ ‖ ∈ 𝒫;
(3) ‖𝑥 + 𝑦‖ ≤ ‖𝑥‖ + ‖𝑦‖, ∀𝑥, 𝑦 ∈ 𝐸 and ‖ ⋅ ‖ ∈ 𝒫.
Furthermore, a mapping ‖ ⋅ ‖ ∶ 𝐸 → 𝐿0+(ℱ) satisfying (2) and (3) is called an
𝐿0-seminorm on 𝐸; in addition, if ‖𝑥‖ = 0 also implies 𝑥 = 𝜃, then it is called an
𝐿0-norm, inwhich case (𝐸, ‖⋅‖) is called a randomnormedmodule (briefly, an𝑅𝑁
module) over𝕂 with base (Ω,ℱ, 𝑃). Thus, a random normed module is a special
case of a random locally convex module when 𝒫 consists of a single 𝐿0-norm ‖ ⋅ ‖.

When (Ω,ℱ, 𝑃) is trivial, namely ℱ = {Ω, ∅}, it is clear that an 𝑅𝐿𝐶 module
over𝕂with base (Ω,ℱ, 𝑃) just reduces to an ordinary locally convex space over
𝕂. The simplest nontrivial𝑅𝑁module is (𝐿0(ℱ,𝕂), |⋅|), where |⋅| is the absolute
value mapping.
For an 𝑅𝐿𝐶 module (𝐸,𝒫) over 𝕂 with base (Ω,ℱ, 𝑃), 𝒫𝑓 denotes the set of

finite subfamilies of 𝒫. For any 𝑄 ∈ 𝒫𝑓, the 𝐿0-seminorm ‖ ⋅ ‖𝑄 is defined by
‖𝑥‖𝑄 =

⋁
{‖𝑥‖ ∶ ‖ ⋅ ‖ ∈ 𝑄}, ∀𝑥 ∈ 𝐸. For each sequence {𝑄𝑛, 𝑛 ∈ ℕ} in 𝒫𝑓

and each countable partition {𝐴𝑛, 𝑛 ∈ ℕ} of Ω to ℱ (namely, each 𝐴𝑛 ∈ ℱ,
∪∞𝑛=1𝐴𝑛 = Ω and 𝐴𝑖 ∩ 𝐴𝑗 = ∅ when 𝑖 ≠ 𝑗),

∑∞
𝑛=1 𝐼𝐴𝑛

‖ ⋅ ‖𝑄𝑛 ∶ 𝐸 → 𝐿0+(ℱ) is
defined by (

∑∞
𝑛=1 𝐼𝐴𝑛

‖⋅‖𝑄𝑛)(𝑥) =
∑∞

𝑛=1 𝐼𝐴𝑛
‖𝑥‖𝑄𝑛 , ∀𝑥 ∈ 𝐸. Then

∑∞
𝑛=1 𝐼𝐴𝑛

‖⋅‖𝑄𝑛
is well defined and still an 𝐿0-seminorm, the set of all such 𝐿0-seminorms is
called the 𝜎-stable hull of 𝒫, denoted by 𝒫𝑐𝑐.
𝑅𝐿𝐶moduleswere often endowedwith the (𝜀, 𝜆)-topology before 2009, which

inherits from the theory of probability metric spaces (see [34] for details).

Proposition 2.3 ([13, 14]). Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base
(Ω,ℱ, 𝑃). For any real numbers 𝜀 and 𝜆 such that 𝜀 > 0 and 0 < 𝜆 < 1, and
any 𝑄 ∈ 𝒫𝑓 , let 𝑈𝜃(𝑄, 𝜀, 𝜆) = {𝑥 ∈ 𝐸 ∶ 𝑃{𝜔 ∈ Ω ∶ ‖𝑥‖𝑄(𝜔) < 𝜀} > 1 − 𝜆} and
𝒰𝜃(𝒫) = {𝑈𝜃(𝑄, 𝜀, 𝜆) ∶ 𝑄 ∈ 𝒫𝑓, 𝜀 > 0, 0 < 𝜆 < 1}, then 𝒰𝜃(𝒫) is a local base of
some Hausdorff linear topology, called the (𝜀, 𝜆)-topology induced by 𝒫. Further,
we have the following statements:
(1) 𝐿0(ℱ,𝕂) endowed with its (𝜀, 𝜆)-topology is a topological algebra over 𝕂, it

is easy to see that the (𝜀, 𝜆)-topology exactly the topology of convergence in
probability 𝑃;
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(2) 𝐸 is a Hausdorff topological module over the topological algebra 𝐿0(ℱ,𝕂)
when 𝐸 and 𝐿0(ℱ,𝕂) are endowed with their respective (𝜀, 𝜆)-topologys;

(3) A net {𝑥𝛼, 𝛼 ∈ Λ} in 𝐸 converges in the (𝜀, 𝜆)-topology to 𝑥 ∈ 𝐸 iff {‖𝑥𝛼 −
𝑥‖, 𝛼 ∈ Λ} converges in probability 𝑃 to 𝜃 for each ‖ ⋅ ‖ ∈ 𝒫.

In 2009, Filipović et al. [7] introduced the following locally 𝐿0-convex topol-
ogy.

Proposition 2.4 ([7]). Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over𝕂 with base (Ω,ℱ, 𝑃).
For any 𝜀 ∈ 𝐿0++(ℱ) and any 𝑄 ∈ 𝒫𝑓 , let 𝑉(𝜃, 𝑄, 𝜀) = {𝑥 ∈ 𝐸 ∶ ‖𝑥‖𝑄 <
𝜀 on Ω}, then 𝒱𝜃(𝒫) = {𝑉(𝜃, 𝑄, 𝜀) ∶ 𝑄 ∈ 𝒫𝑓, 𝜀 ∈ 𝐿0++(ℱ)} is a local base of
some Hausdorff locally 𝐿0-convex topology, called the locally 𝐿0-convex topology
induced by 𝒫. Further, the following statements hold:

(1) 𝐿0(ℱ,𝕂) endowed with its locally 𝐿0-convex topology is a topological ring ;
(2) 𝐸 is a Hausdorff topological module over the topological ring 𝐿0(ℱ,𝕂) when

𝐸 and 𝐿0(ℱ,𝕂) are endowed with their respective locally 𝐿0-convex topology;
(3) A net {𝑥𝛼, 𝛼 ∈ Λ} in 𝐸 converges in the locally 𝐿0-convex topology to 𝑥 ∈ 𝐸 iff

{‖𝑥𝛼 − 𝑥‖, 𝛼 ∈ Λ} converges in the locally 𝐿0-convex topology of 𝐿0(ℱ,𝕂) to
𝜃 for each ‖ ⋅ ‖ ∈ 𝒫.

From now on, for an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), we always
use𝒯𝜀,𝜆(𝒫) (resp.,𝒯𝑐(𝒫)) for the (𝜀, 𝜆)-topology (resp., locally 𝐿0-convex topol-
ogy) induced by 𝒫, and𝒰𝜃(𝒫) (resp., 𝒱𝜃(𝒫)) for the local base of𝒯𝜀,𝜆(𝒫) (resp.,
𝒯𝑐(𝒫)). Similarly, one can understand 𝒯𝜀,𝜆(𝒫𝑐𝑐) (resp., 𝒯𝑐(𝒫𝑐𝑐)) and 𝒰𝜃(𝒫𝑐𝑐)
(resp., 𝒱𝜃(𝒫𝑐𝑐)). It is known from [14] that 𝒯𝜀,𝜆(𝒫) = 𝒯𝜀,𝜆(𝒫𝑐𝑐), 𝒯𝜀,𝜆(𝒫) is
weaker than 𝒯𝑐(𝒫), and 𝒯𝑐(𝒫) is weaker than 𝒯𝑐(𝒫𝑐𝑐).
Let 𝐸 be an 𝐿0(ℱ,𝕂)-module and 𝐺 be a nonempty subset of 𝐸. A subset 𝐻

of 𝐸 is said to be 𝐿0-absorbed by 𝐺 if there exists 𝜉 ∈ 𝐿0++(ℱ) such that 𝜂𝐻 ⊂ 𝐺
for any 𝜂 ∈ 𝐿0(ℱ,𝕂) with |𝜂| ≤ 𝜉. 𝐺 is said to be 𝐿0-absorbent if 𝐺 𝐿0-absorbs
every 𝑥 in 𝐸. 𝐺 is said to be 𝐿0-balanced if 𝜂𝐺 ⊂ 𝐺 for any 𝜂 ∈ 𝐿0(ℱ,𝕂) with
|𝜂| ≤ 1. 𝐺 is said to be 𝐿0-convex if 𝜉𝑥 + (1 − 𝜉)𝑦 ∈ 𝐺 for any 𝑥, 𝑦 ∈ 𝐺 and
any 𝜉 ∈ 𝐿0+(ℱ) with 0 ≤ 𝜉 ≤ 1. It is easy to see that every 𝑉(𝜃, 𝑄, 𝜀) in 𝒱𝜃(𝒫) is
𝐿0-absorbent and 𝐿0-convex.
Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), a subset 𝐺 of 𝐸

is said to be 𝒯𝑐(𝒫)-bounded if 𝐺 is 𝐿0-absorbed by every 𝑉 in 𝒱𝜃(𝒫). It is
known fromTheorem 2.16 of [24] that𝐺 is𝒯𝑐(𝒫)-bounded iff𝐺 is 𝑎.𝑠. bounded
(namely, for any ‖ ⋅ ‖ ∈ 𝒫,

⋁
{‖𝑔‖ ∶ 𝑔 ∈ 𝐺} ∈ 𝐿0+(ℱ)).

To combine the advantages of both (𝜀, 𝜆)-topology and locally𝐿0-convex topol-
ogy for the development of random functional analysis, Guo [14] introduced the
concept of 𝜎-stability as follows.
Let 𝐸 be an 𝐿0(ℱ,𝕂)-module, 𝐸 is said to be regular if E has the following

property: for any given two elements𝑥 and 𝑦 in𝐸, if there exists some countable
partition {𝐴𝑛, 𝑛 ∈ ℕ} of Ω to ℱ such that 𝐼𝐴𝑛

𝑥 = 𝐼𝐴𝑛
𝑦 for each 𝑛 ∈ ℕ, then

𝑥 = 𝑦.
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In the remainder of this paper, we always denote the set of countable parti-
tions of Ω to ℱ by Πℱ and assume that all the 𝐿0(ℱ,𝕂)-modules occurring in
this paper are regular.

Definition 2.5 ([14, 18]). Let 𝐸 be an 𝐿0(ℱ,𝕂)-module and 𝐺 be a nonempty
subset of 𝐸. 𝐺 is said to be stable if 𝐼𝐴𝑥 + 𝐼𝐴𝑐𝑦 ∈ 𝐺 for any 𝑥, 𝑦 ∈ 𝐺 and any
𝐴 ∈ ℱ. 𝐺 is said to be𝜎-stable (or to have the countable concatenation property) if
for each sequence {𝑥𝑛, 𝑛 ∈ ℕ} in 𝐺 and each {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ , there exists some
𝑥 ∈ 𝐺 such that 𝐼𝐴𝑛

𝑥 = 𝐼𝐴𝑛
𝑥𝑛 for each 𝑛 ∈ ℕ (𝑥 is unique since 𝐸 is assumed to

be regular, usually denoted by
∑∞

𝑛=1 𝐼𝐴𝑛
𝑥𝑛, called the countable concatenation of

{𝑥𝑛, 𝑛 ∈ ℕ} along {𝐴𝑛, 𝑛 ∈ ℕ}). By the way, if 𝐺 is 𝜎-stable and𝐻 is a nonempty
subset of 𝐺, then 𝜎(𝐻) ∶= {

∑∞
𝑛=1 𝐼𝐴𝑛

ℎ𝑛 ∶ {ℎ𝑛, 𝑛 ∈ ℕ} is a sequence in 𝐻 and
{𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ} is called the 𝜎-stable hull of𝐻.

Definition 2.6 ([14, 18]). Let𝐸 be an𝐿0(ℱ,𝕂)-module,𝐺1 and𝐺2 twononempty
subsets of 𝐸 and 𝑓 ∶ 𝐺1 → 𝐺2 a mapping. 𝑓 is said to be stable if 𝐺1 and 𝐺2
are stable and 𝑓(𝐼𝐴𝑥 + 𝐼𝐴𝑐𝑦) = 𝐼𝐴𝑓(𝑥) + 𝐼𝐴𝑐𝑓(𝑦) for any 𝑥, 𝑦 ∈ 𝐺1 and any
𝐴 ∈ ℱ. 𝑓 is said to be 𝜎-stable if 𝐺1 and 𝐺2 are 𝜎-stable and 𝑓(

∑∞
𝑛=1 𝐼𝐴𝑛

𝑥𝑛) =∑∞
𝑛=1 𝐼𝐴𝑛

𝑓(𝑥𝑛) for any sequence {𝑥𝑛, 𝑛 ∈ ℕ} in 𝐺1 and any {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ .

Definition 2.7 ([18]). Let 𝐸 be an 𝐿0(ℱ,𝕂)-module and 𝐺 be a 𝜎-stable subset
of 𝐸. For any sequence of nonempty subsets {𝐺𝑛, 𝑛 ∈ ℕ} of 𝐺 and any {𝐴𝑛, 𝑛 ∈
ℕ} ∈ Πℱ ,

∑∞
𝑛=1 𝐼𝐴𝑛

𝐺𝑛 ∶ = {
∑∞

𝑛=1 𝐼𝐴𝑛
𝑥𝑛 ∶ 𝑥𝑛 ∈ 𝐺𝑛,∀ 𝑛 ∈ ℕ} is called the

countable concatenation of {𝐺𝑛, 𝑛 ∈ ℕ} along {𝐴𝑛, 𝑛 ∈ ℕ}. For a family ℰ of
nonempty subsets of 𝐺, 𝜎(ℰ) ∶= {

∑∞
𝑛=1 𝐼𝐴𝑛

𝐺𝑛 ∶ {𝐺𝑛, 𝑛 ∈ ℕ} is a sequence in ℰ
and {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ} is called the 𝜎-stable hull of ℰ; if 𝜎(ℰ) = ℰ, then ℰ is said
to be 𝜎-stable.

Given an 𝑅𝐿𝐶 module (𝐸,𝒫) over 𝕂 with base (Ω,ℱ, 𝑃), let 𝐸∗𝜀,𝜆(𝒫) = {𝑓 ∶
𝐸 → 𝐿0(ℱ,𝕂)| 𝑓 is a continuous module homomorphism from (𝐸,𝒯𝜀,𝜆(𝒫)) to
(𝐿0(ℱ,𝕂),𝒯𝜀,𝜆)} and𝐸∗𝑐 (𝒫) = {𝑓 ∶ 𝐸 → 𝐿0(ℱ,𝕂)|𝑓 is a continuousmodule ho-
momorphism from (𝐸,𝒯𝑐(𝒫)) to (𝐿0(ℱ,𝕂),𝒯𝑐)}, which are called the random
conjugate spaces of (𝐸,𝒫) under𝒯𝜀,𝜆(𝒫) and𝒯𝑐(𝒫), respectively. Similarly, one
can understand 𝐸∗𝜀,𝜆(𝒫𝑐𝑐) and 𝐸

∗
𝑐 (𝒫𝑐𝑐).

Proposition 2.8 below establishes the connection between some basic results
derived from the (𝜀, 𝜆)-topology and the locally 𝐿0-convex topology.

Proposition 2.8 ([14, 18, 23]). Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base
(Ω,ℱ, 𝑃) and 𝐺 be a nonempty subset of 𝐸. Then we have the following:
(1) If𝐺 is 𝜎-stable, then𝐺−

𝜀,𝜆(𝒫) = 𝐺−
𝑐 (𝒫) = 𝐺−

𝑐 (𝒫𝑐𝑐), where𝐺−
𝜀,𝜆(𝒫), 𝐺

−
𝑐 (𝒫) and

𝐺−
𝑐 (𝒫𝑐𝑐) denote the closure of 𝐺 under 𝒯𝜀,𝜆(𝒫), 𝒯𝑐(𝒫) and 𝒯𝑐(𝒫𝑐𝑐), respec-

tively.
(2) If 𝐺 is stable, then 𝐺 is 𝒯𝜀,𝜆(𝒫)-complete iff 𝐺 is both 𝜎-stable and 𝒯𝑐(𝒫)-

complete. Moreover, if𝐺 is 𝜎-stable, then𝐺 is𝒯𝜀,𝜆(𝒫)-complete iff𝐺 is𝒯𝑐(𝒫)-
complete iff 𝐺 is𝒯𝑐(𝒫𝑐𝑐)-complete.

(3) 𝐸∗𝜀,𝜆(𝒫) = 𝜎(𝐸∗𝑐 (𝒫)). Specially, 𝐸∗𝜀,𝜆(𝒫𝑐𝑐) = 𝐸∗𝑐 (𝒫𝑐𝑐).
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To simplify the proofs of the main results in this paper, we present the fol-
lowing Lemmas 2.9 and 2.10.

Lemma 2.9. Let 𝐸 be an 𝐿0(ℱ,𝕂)-module,𝐺 and 𝐹 two nonempty 𝜎-stable sub-
sets of 𝐸, and 𝑇 ∶ 𝐺 → 𝐹 a 𝜎-stable mapping. Then we have the following state-
ments:
(1) 𝑇(𝐺) is 𝜎-stable and 𝑇−1(𝐹1) ∶= {𝑥 ∈ 𝐺 ∶ 𝑇(𝑥) ∈ 𝐹1} is 𝜎-stable for any

nonempty 𝜎-stable subset 𝐹1 of 𝑇(𝐺).
(2) For each sequence {𝐺𝑛, 𝑛 ∈ ℕ} of nonempty subsets of 𝐺 and each {𝐴𝑛, 𝑛 ∈

ℕ} ∈ Πℱ , we have

𝑇(
∞∑

𝑛=1
𝐼𝐴𝑛

𝐺𝑛) =
∞∑

𝑛=1
𝐼𝐴𝑛

𝑇(𝐺𝑛).

(3) For each sequence {𝐹𝑛, 𝑛 ∈ ℕ} of nonempty stable subsets of 𝑇(𝐺) and each
{𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ , we have

𝑇−1(
∞∑

𝑛=1
𝐼𝐴𝑛

𝐹𝑛) =
∞∑

𝑛=1
𝐼𝐴𝑛

𝑇−1(𝐹𝑛).

Proof. (1) and (2) are straightforward, so are omitted. We focus on proving
(3). It is obvious that

∑∞
𝑛=1 𝐼𝐴𝑛

𝑇−1(𝐹𝑛) ⊂ 𝑇−1(
∑∞

𝑛=1 𝐼𝐴𝑛
𝐹𝑛). Conversely, for

any 𝑥 ∈ 𝑇−1(
∑∞

𝑛=1 𝐼𝐴𝑛
𝐹𝑛), there exists 𝑦𝑛 ∈ 𝐹𝑛 such that 𝑇(𝑥) =

∑∞
𝑛=1 𝐼𝐴𝑛

𝑦𝑛.
For each 𝑦𝑛, arbitrarily choose 𝑧𝑛 ∈ 𝑇−1(𝑦𝑛) and let 𝑥𝑛 = 𝐼𝐴𝑛

𝑥 + 𝐼𝐴𝑐
𝑛
𝑧𝑛, then

𝑇(𝑥𝑛) = 𝐼𝐴𝑛
𝑇(𝑥) + 𝐼𝐴𝑐

𝑛
𝑇(𝑧𝑛) = 𝑦𝑛 ∈ 𝐹𝑛, which implies that 𝑥𝑛 ∈ 𝑇−1(𝐹𝑛) and

𝑥 =
∞∑

𝑛=1
𝐼𝐴𝑛

𝑥 =
∞∑

𝑛=1
𝐼𝐴𝑛

𝑥𝑛 ∈
∞∑

𝑛=1
𝐼𝐴𝑛

𝑇−1(𝐹𝑛).

Thus, (3) holds. □

Lemma 2.10. Let 𝐸 be an 𝐿0(ℱ,𝕂)-module, 𝐺 a nonempty 𝜎-stable subset of 𝐸
and ℰ = {𝐺𝑖, 𝑖 ∈ 𝐼} a family of nonempty subsets of𝐺. Then we have the following
statements:
(1)

⋂
ℰ =

⋂
𝜎(ℰ).

(2) If 𝐺𝑖 is 𝜎-stable for any 𝑖 ∈ 𝐼, then 𝜎(ℰ) has the finite intersection property iff
ℰ has the finite intersection property.

Proof. (1) It is clear that
⋂
𝜎(ℰ) ⊂

⋂
ℰ sinceℰ ⊂ 𝜎(ℰ). Conversely, if

⋂
ℰ = ∅,

of course
⋂
ℰ ⊂

⋂
𝜎(ℰ); if

⋂
ℰ ≠ ∅, then for any 𝑥 ∈

⋂
ℰ, it always holds that

𝑥 ∈
∑∞

𝑛=1 𝐼𝐴𝑛
𝐺𝑛 for any {𝐴𝑛,∈ ℕ} ∈ Πℱ and any sequence {𝐺𝑛, 𝑛 ∈ ℕ} in ℰ,

which implies that 𝑥 ∈
⋂
𝜎(ℰ), and thus

⋂
ℰ ⊂

⋂
𝜎(ℰ).

(2)Necessity. It is obvious.
Sufficiency. For any finite subset {𝑀𝑘 ∶ 𝑘 = 1,⋯ , 𝑚} of 𝜎(ℰ) with 𝑀𝑘 =∑∞
𝑛=1 𝐼𝐴𝑘,𝑛

𝐺𝑘,𝑛 for some {𝐴𝑘,𝑛, 𝑛 ∈ ℕ} ∈ Πℱ and some sequence {𝐺𝑘,𝑛, 𝑛 ∈ ℕ}



1204 QIANG TU, XIAOHUANMU AND TIEXIN GUO

in ℰ, we have

𝑀1 ∩⋯ ∩𝑀𝑚 = (
∞∑

𝑛=1
𝐼𝐴1,𝑛

𝐺1,𝑛) ∩⋯ ∩ (
∞∑

𝑛=1
𝐼𝐴𝑚,𝑛

𝐺𝑚,𝑛)

⊃
∞∑

𝑛1=1
⋯

∞∑

𝑛𝑚=1
𝐼𝐴1,𝑛1∩⋯∩𝐴𝑚,𝑛𝑚

(𝐺1,𝑛1 ∩⋯ ∩ 𝐺𝑚,𝑛𝑚)

≠ ∅.

□

The following concept of stable finite families is crucial for the introduction
of stable compactness.

Definition 2.11 ([18, 25]). Let𝐺 be a 𝜎-stable subset of an 𝐿0(ℱ,𝕂)-module and
ℰ be a 𝜎-stable family of nonempty 𝜎-stable subset of 𝐺. A nonempty subfamily
ℰ̃ of ℰ is said to be stable finite, if there exist {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ and a sequence
{ℰ𝑛, 𝑛 ∈ ℕ} of nonempty finite subfamilies of ℰ such that ℰ̃ =

∑∞
𝑛=1 𝐼𝐴𝑛

𝜎(ℰ𝑛).

Definition 2.12 ([18, 25]). Let 𝐺 be a 𝜎-stable subset of an 𝐿0(ℱ,𝕂)-module.
The topology 𝒯 defined on 𝐺 is said to be stable, if it admits a topological base
which is a 𝜎-stable family of 𝜎-stable sets. A filter on 𝐺 is said to be stable if it
admits a filter base which is a 𝜎-stable family of 𝜎-stable sets. A stable topological
space (𝐺,𝒯) (namely,𝒯 is stable) is said to be stably compact if every stable filter
on 𝐺 has a cluster point in 𝐺.

Example 2.13. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃) and 𝐺
be a nonempty 𝜎-stable subset of 𝐸. For any 𝑥 ∈ 𝐺, 𝑄 ∈ 𝒫𝑐𝑐 and 𝜀 ∈ 𝐿0++(ℱ), let
𝑉𝐺(𝑥, 𝑄, 𝜀) ∶= {𝑦 ∈ 𝐺 ∶ ‖𝑥 − 𝑦‖𝑄 < 𝜀 𝑜𝑛 Ω}. Then {𝑉𝐺(𝑥, 𝑄, 𝜀) ∶ 𝑥 ∈ 𝐺, 𝑄 ∈
𝒫𝑐𝑐, 𝜀 ∈ 𝐿0++(ℱ)} is a base of 𝒯𝑐(𝒫𝑐𝑐)|𝐺 (namely, the relativization of 𝒯𝑐(𝒫𝑐𝑐)
to 𝐺). It is clear that each 𝑉𝐺(𝑥, 𝑄, 𝜀) is 𝜎-stable. Moreover, for any sequence
{𝑥𝑛, 𝑛 ∈ ℕ} in 𝐺, any sequence {𝑄𝑛, 𝑛 ∈ ℕ} in 𝒫𝑐𝑐, and any {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ ,
we have

∞∑

𝑛=1
𝐼𝐴𝑛

𝑉𝐺(𝑥𝑛, 𝑄𝑛, 𝜀𝑛) = 𝑉𝐺 (
∞∑

𝑛=1
𝐼𝐴𝑛

𝑥𝑛,
∞∑

𝑛=1
𝐼𝐴𝑛

𝑄𝑛,
∞∑

𝑛=1
𝐼𝐴𝑛

𝜀𝑛) .

Thus,(𝐺,𝒯𝑐(𝒫𝑐𝑐)|𝐺) (briefly, denoted by (𝐺,𝒯𝑐(𝒫𝑐𝑐)) is a stable topological space.
In general, neither (𝐺,𝒯𝜀,𝜆(𝒫)) nor (𝐺,𝒯𝑐(𝒫)) is stable.

Corresponding to classical compact sets, stable compact sets have the follow-
ing characterization.

Proposition 2.14 ([18, 25]). Let (𝑋,𝒯) be a stable topological space. Then the
following are equivalent.
(1) (𝑋,𝒯) is stably compact.
(2) For every 𝜎-stable family𝒪 of 𝜎-stable open sets with 𝑋 =

⋃
𝒪, there exists a

stable finite subfamily �̃� of 𝒪 such that 𝑋 =
⋃
�̃�.
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(3) For every 𝜎-stable family ℰ of 𝜎-stable closed sets which has stable finite inter-
section property (namely,

⋂
ℰ̃ ≠ ∅ for every stable finite subfamily ℰ̃ of ℰ), it

holds that
⋂
ℰ ≠ ∅.

Proposition 2.15 below considerably simplifies (3) of Proposition 2.14.

Proposition 2.15 ([18]). Let (𝑋,𝒯) be a stable topological space and ℰ be a 𝜎-
stable family of nonempty subsets of𝑋. Then, ℰ has stable finite intersection prop-
erty if and only if ℰ has finite intersection property. Thus, (𝑋,𝒯) is stably compact
if and only if every 𝜎-stable family of 𝜎-stable closed subsets of 𝑋 has a nonempty
intersection whenever the family has finite intersection property.

Remark 2.16. (1) In [18], Guo introduced the concept of 𝐵ℱ-stability, which is
a natural generalization of 𝜎-stability. Definitions 2.5, 2.6, 2.7, 2.11 and 2.12
were just introduced under the framework of 𝐵ℱ-stable sets in [18]. Additionally,
Propositions 2.14 and 2.15were also established in such a general context in [18].
Since this paper is focused only on 𝐿0(ℱ,𝕂)-modules, we, in fact, only employ the
corresponding special cases of the results of [18].
(2) Let (𝐸,𝒫) be an𝑅𝐿𝐶module over𝕂with base (Ω,ℱ, 𝑃) and𝐺 be a 𝜎-stable

subset of 𝐸. As pointed out by Guo in [18], although𝒯𝜀,𝜆(𝒫) and𝒯𝑐(𝒫) are gener-
ally not stable topologies, Proposition 2.8 shows that (𝐸,𝒫) has the same 𝜎-stable
closed sets under the three topologies𝒯𝜀,𝜆(𝒫),𝒯𝑐(𝒫) and𝒯𝑐(𝒫𝑐𝑐). Hence, accord-
ing to Proposition 2.15, we can also define stably compact sets under𝒯𝜀,𝜆(𝒫) and
𝒯𝑐(𝒫): a𝜎-stable subset𝐺 of (𝐸,𝒫) is called𝒯𝜀,𝜆(𝒫)-stably compact (resp.,𝒯𝑐(𝒫)-
stably compact) if any 𝜎-stable family of 𝜎-stable 𝒯𝜀,𝜆(𝒫)-closed (resp., 𝒯𝑐(𝒫)-
closed) subsets of 𝐺 with the finite intersection property has a nonempty intersec-
tion. Moreover, it is also easy to see that a𝜎-stable subset𝐺 of (𝐸,𝒫)has equivalent
stable compactness under the three topologies𝒯𝜀,𝜆(𝒫),𝒯𝑐(𝒫) and𝒯𝑐(𝒫𝑐𝑐). In the
remainder of this paper, for a 𝜎-stable set 𝐺, we will simply refer to 𝐺 as stably
compact (or closed) without specifying which topology is employed.

The following Lemmas 2.17 and 2.18 present the fundamental properties of
stably compact sets, which are essential for the proofs of main results in this
paper.

Lemma 2.17. Let (𝑋,𝒯1) be a stably compact topological space, (𝑌,𝒯2) a stable
topological space and 𝑓 ∶ (𝑋,𝒯1) → (𝑌,𝒯2) a 𝜎-stable continuous surjective
mapping. Then (𝑌,𝒯2) is stably compact.

Proof. Let𝒪 = {𝑂𝑖 ∶ 𝑖 ∈ 𝐼} be a 𝜎-stable family of 𝜎-stable open sets of 𝑌 such
that 𝑌 = ∪𝑖∈𝐼𝑂𝑖, then {𝑓−1(𝑂𝑖) ∶ 𝑖 ∈ 𝐼} is a 𝜎-family of 𝜎-stable open sets with
𝑋 = ∪𝑖∈𝐼𝑓−1(𝑂𝑖) by (3) of Lemma 2.9.
Since (𝑋,𝒯1) is stably compact, there exist {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ and a sequence

{ℰ𝑛, 𝑛 ∈ ℕ} of nonempty finite subfamilies of {𝑓−1(𝑂𝑖) ∶ 𝑖 ∈ 𝐼} such that 𝑋 =⋃∑∞
𝑛=1 𝐼𝐴𝑛

𝜎(ℰ𝑛). Let ℰ𝑛 = {𝑓−1(𝑂𝑛,𝑙) ∶ 𝑙 = 1 ∼ 𝑘𝑛} for each 𝑛 ∈ ℕ, then we
have
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𝑌 = 𝑓(𝑋)

= 𝑓(
⋃ ∞∑

𝑛=1
𝐼𝐴𝑛

𝜎[𝑓−1(𝑂𝑛,1),⋯ , 𝑓−1(𝑂𝑛,𝑘𝑛)])

=
⋃ ∞∑

𝑛=1
𝐼𝐴𝑛

𝜎[𝑓(𝑓−1(𝑂𝑛,1)),⋯ , 𝑓(𝑓−1(𝑂𝑛,𝑘𝑛))]

=
⋃ ∞∑

𝑛=1
𝐼𝐴𝑛

𝜎(𝑂𝑛,1,⋯ , 𝑂𝑛,𝑘𝑛),

which implies that
∑∞

𝑛=1 𝐼𝐴𝑛
𝜎(𝑂𝑛,1,⋯ , 𝑂𝑛,𝑘𝑛) is a stable finite subfamily of 𝒪

with 𝑌 =
⋃∑∞

𝑛=1 𝐼𝐴𝑛
𝜎{𝑂𝑛,1,⋯ , 𝑂𝑛,𝑘𝑛 }. Thus, (𝑌,𝒯2) is stably compact. □

Lemma 2.18. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over𝕂 with base (Ω,ℱ, 𝑃) and 𝐺 be
a nonempty stably compact subset of 𝐸. Then we have the following statements:
(1) For any𝑉 ∈ 𝒱𝜃(𝒫𝑐𝑐), there exists �̃� ∈ 𝐿0(ℱ,ℕ) such that 𝐺 ⊂ �̃�𝑉, namely, 𝐺

is𝒯𝑐(𝒫𝑐𝑐)-bounded, since 𝑉 is 𝐿0-balanced.
(2) If 𝜃 ∈ 𝐺, then ∩�̃�∈𝐿0(ℱ,ℕ)

1
�̃�
𝐺 = {𝜃}.

Proof. (1) For any 𝑉 ∈ 𝒱𝜃(𝒫𝑐𝑐), 𝑉 is 𝐿0-absorbent, so 𝐸 = ∪𝜉∈𝐿0++(ℱ)𝜉𝑉. Then,
𝐺 =

⋃
{(𝜉𝑉)∩𝐺 ∶ 𝜉 ∈ 𝐿0++(ℱ) and (𝜉𝑉)∩𝐺 ≠ ∅}. It is clear that every (𝜉𝑉)∩𝐺

is a 𝜎-stable open set in (𝐺,𝒯𝑐(𝒫𝑐𝑐)). Furthermore, for each {𝐵𝑛, 𝑛 ∈ ℕ} ∈ Πℱ
and each sequence {(𝜉𝑛𝑉)∩𝐺, 𝑛 ∈ ℕ} in {(𝜉𝑉)∩𝐺 ∶ 𝜉 ∈ 𝐿0++(ℱ) and (𝜉𝑉)∩𝐺 ≠
∅}, we have

∞∑

𝑛=1
𝐼𝐵𝑛[(𝜉𝑛𝑉) ∩ 𝐺] = [(

∞∑

𝑛=1
𝐼𝐵𝑛𝜉𝑛)𝑉] ∩ 𝐺

∈ {(𝜉𝑉) ∩ 𝐺 ∶ 𝜉 ∈ 𝐿0++(ℱ) and (𝜉𝑉) ∩ 𝐺 ≠ ∅},

which implies that {(𝜉𝑉)∩𝐺 ∶ 𝜉 ∈ 𝐿0++(ℱ) and (𝜉𝑉)∩𝐺 ≠ ∅} is a𝜎-stable family
of𝜎-stable open sets of𝐺with𝐺 =

⋃
{(𝜉𝑉)∩𝐺 ∶ 𝜉 ∈ 𝐿0++(ℱ) and (𝜉𝑉)∩𝐺 ≠ ∅}.

Since 𝐺 is stably compact, there exist {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ and a sequence
{ℰ𝑛, 𝑛 ∈ ℕ} of nonemptyfinite subfamilies of {(𝜉𝑉)∩𝐺 ∶ 𝜉 ∈ 𝐿0++(ℱ) and (𝜉𝑉)∩
𝐺 ≠ ∅} such that 𝑋 =

∑∞
𝑛=1 𝐼𝐴𝑛

𝜎(ℰ𝑛). Let ℰ𝑛 = {(𝜉𝑛,𝑙𝑉) ∩ 𝐺 ∶ 𝑙 = 1 ∼ 𝑘𝑛},
𝜉𝑛 =

⋁𝑘𝑛
𝑙=1 𝜉𝑛,𝑙 and 𝜉 =

∑∞
𝑛=1 𝐼𝐴𝑛

𝜉𝑛, then 𝜉 ∈ 𝐿0++(ℱ) and we have

𝐺 =
⋃ ∞∑

𝑛=1
𝐼𝐴𝑛

𝜎[(𝜉𝑛,1𝑉 ∩ 𝐺),⋯ , (𝜉𝑛,𝑘𝑛𝑉 ∩ 𝐺)]

⊂
∞∑

𝑛=1
𝐼𝐴𝑛

(𝜉𝑛𝑉 ∩ 𝐺)

= [(
∞∑

𝑛=1
𝐼𝐴𝑛

𝜉𝑛)𝑉] ∩ 𝐺
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⊂ 𝜉𝑉,

since the sets 𝜂𝑉 increase with 𝜂 ∈ 𝐿0++(ℱ).
Let 𝜉0 be an arbitrarily chosen representative of 𝜉 and assume, without loss of

generality, that 𝜉0(𝜔) > 0 for all 𝜔 ∈ Ω. Let 𝐴𝑛 = {𝜔 ∈ Ω ∶ 𝑛− 1 ≤ 𝜉0(𝜔) < 𝑛}
and �̃� =

∑∞
𝑛=1 𝐼𝐴𝑛

𝑛, then �̃� ∈ 𝐿0(ℱ,ℕ) and 𝜉 < �̃� on Ω, which implies that
𝐺 ⊂ 𝜉𝑉 ⊂ �̃�𝑉.
(2) According to (1), for any 𝑉 ∈ 𝒱𝜃(𝒫𝑐𝑐), it holds that ∩�̃�∈𝐿0(ℱ,ℕ)

1
�̃�
𝐺 ⊂ 𝑉.

Consequently, we have ∩�̃�∈𝐿0(ℱ,ℕ)
1
�̃�
𝐺 ⊂ ∩𝑉∈𝒱𝜃(𝒫𝑐𝑐)𝑉. Moreover, since 𝒯𝑐(𝒫𝑐𝑐)

is a Hausdorff topology on 𝐸, it holds that ∩𝑉∈𝒱𝜃(𝒫𝑐𝑐)𝑉 = {𝜃}. Therefore, we
conclude that ∩�̃�∈𝐿0(ℱ,ℕ)

1
�̃�
𝐺 = {𝜃}. □

3. The randomMarkov-Kakutani fixed point theorem in a
random locally convex module
The aim of this section is to establish the random Markov-Kakutani fixed

point theorem in a random locally convex module and employ it to prove the
algebraic form of the known randomHahn-Banach theorem. The main results
in this section are Theorems 3.4 and 3.9. To arrive at these, we first provide
lemmas 3.1 and 3.2.
Let 𝐸 be an 𝐿0(ℱ,𝕂)-module, 𝐺1 and 𝐺2 two nonempty 𝐿0-convex subsets

of 𝐸. A mapping 𝑓 ∶ 𝐺1 → 𝐺2 is said to be 𝐿0-affine if 𝑓(𝜉𝑥 + (1 − 𝜉)𝑦) =
𝜉𝑓(𝑥) + (1 − 𝜉)𝑓(𝑦) for any 𝑥, 𝑦 ∈ 𝐺1 and any 𝜉 ∈ 𝐿0+(ℱ) with 0 ≤ 𝜉 ≤ 1.

Lemma 3.1. Let 𝐸 be an 𝐿0(ℱ,𝕂)-module, 𝐺 a nonempty 𝜎-stable subset of 𝐸
and 𝑇 ∶ 𝐺 → 𝐺 an 𝐿0-affine mapping. Then 𝑇 is 𝜎-stable.

Proof. For any given 𝑔0 ∈ 𝐺, consider 𝐺′ = 𝐺 − 𝑔0 ∶= {𝑥 − 𝑔0 ∶ 𝑥 ∈ 𝐺} and
𝑇′ ∶ 𝐺′ → 𝐺′ defined by 𝑇′(𝑥 − 𝑔0) = 𝑇(𝑥) − 𝑔0, ∀𝑥 ∈ 𝐺. Then 𝐺′ is still
𝜎-stable and 𝑇′ is 𝜎-stable iff 𝑇 is 𝜎-stable. So, without loss of generality, we
can assume that 𝜃 ∈ 𝐺.
For any 𝑥 ∈ 𝐺 and any 𝐴 ∈ ℱ, since 𝑇(𝐼𝐴𝑥) = 𝑇(𝐼𝐴𝑥 + 𝐼𝐴𝑐𝜃) = 𝐼𝐴𝑇(𝑥) +

𝐼𝐴𝑐𝑇(𝜃), so 𝐼𝐴𝑇(𝐼𝐴𝑥) = 𝐼𝐴𝑇(𝑥). Then, for each sequence {𝑥𝑛, 𝑛 ∈ ℕ} in 𝐺 and
each {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ , we have

𝑇(
∞∑

𝑛=1
𝐼𝐴𝑛

𝑥𝑛) = (
∞∑

𝑛=1
𝐼𝐴𝑛

)𝑇(
∞∑

𝑛=1
𝐼𝐴𝑛

𝑥𝑛)

=
∞∑

𝑛=1
𝐼𝐴𝑛

𝑇(
∞∑

𝑛=1
𝐼𝐴𝑛

𝑥𝑛)

=
∞∑

𝑛=1
𝐼𝐴𝑛

𝑇(𝐼𝐴𝑛
𝑥𝑛)

=
∞∑

𝑛=1
𝐼𝐴𝑛

𝑇(𝑥𝑛).
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Thus, 𝑇 is 𝜎-stable. □

Lemma 3.2. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), 𝐺 be a
nonempty 𝜎-stable subset of 𝐸, and {𝑓𝑛, 𝑛 ∈ ℕ} be a sequence of 𝜎-stable𝒯𝑐(𝒫𝑐𝑐)-
continuous mappings from 𝐺 to 𝐺 (namely, 𝑓𝑛 ∶ (𝐺,𝒯𝑐(𝒫𝑐𝑐)) → (𝐺,𝒯𝑐(𝒫𝑐𝑐)) is
continuous). For any given {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ , define 𝑓 ∶ 𝐺 → 𝐺 by 𝑓(𝑥) =∑∞

𝑛=1 𝐼𝐴𝑛
𝑓𝑛(𝑥), ∀𝑥 ∈ 𝐺. Then, 𝑓 is 𝜎-stable and𝒯𝑐(𝒫𝑐𝑐)-continuous.

Proof. It is clear that 𝑓 is well defined and 𝜎-stable, we only need to show
that 𝑓 is 𝒯𝑐(𝒫𝑐𝑐)-continuous. For any given 𝑥 ∈ 𝐺, 𝑄 ∈ (𝒫𝑐𝑐)𝑓 and 𝜀 ∈
𝐿0++(ℱ), since 𝑓𝑛 is 𝒯𝑐(𝒫𝑐𝑐)-continuous, there exist 𝑄𝑛 ∈ (𝒫𝑐𝑐)𝑓 and 𝜀𝑛 ∈
𝐿0++(ℱ) such that 𝑓𝑛[𝑉𝐺(𝑥, 𝑄𝑛, 𝜀𝑛)] ⊂ 𝑉𝐺(𝑓𝑛(𝑥), 𝑄, 𝜀). Since (𝐺,𝒯𝑐(𝒫𝑐𝑐)) is a
stable topological space, by Example 2.13, 𝑉𝐺(𝑥,

∑∞
𝑛=1 𝐼𝐴𝑛

𝑄𝑛,
∑∞

𝑛=1 𝐼𝐴𝑛
𝜀𝑛) is a

𝒯𝑐(𝒫𝑐𝑐)-neighborhood of 𝑥 and we have

𝑓(𝑉𝐺(𝑥,
∞∑

𝑛=1
𝐼𝐴𝑛

𝑄𝑛,
∞∑

𝑛=1
𝐼𝐴𝑛

𝜀𝑛)) =
∞∑

𝑛=1
𝐼𝐴𝑛

[𝑓𝑛(𝑉𝐺(𝑥,
∞∑

𝑛=1
𝐼𝐴𝑛

𝑄𝑛,
∞∑

𝑛=1
𝐼𝐴𝑛

𝜀𝑛))]

=
∞∑

𝑛=1
𝐼𝐴𝑛

[
∞∑

𝑛=1
𝐼𝐴𝑛

𝑓𝑛(𝑉𝐺(𝑥, 𝑄𝑛, 𝜀𝑛))]

=
∞∑

𝑛=1
𝐼𝐴𝑛

𝑓𝑛(𝑉𝐺(𝑥, 𝑄𝑛, 𝜀𝑛))

⊂
∞∑

𝑛=1
𝐼𝐴𝑛

𝑉𝐺(𝑓𝑛(𝑥), 𝑄, 𝜀)

= 𝑉𝐺(
∞∑

𝑛=1
𝐼𝐴𝑛

𝑓𝑛(𝑥), 𝑄, 𝜀)

= 𝑉𝐺(𝑓(𝑥), 𝑄, 𝜀).

Thus, 𝑓 is 𝒯𝑐(𝒫𝑐𝑐)-continuous. □

Proposition 3.3 below lies in the heart of our proof of the random Markov-
Kakutani fixed point theorem, which reduces the discussion of a commutative
family of mappings to a single map.
In the proof of Proposition 3.3 below, for any �̃� ∈ 𝐿0(ℱ,ℕ), �̃� ∶=

∑∞
𝑘=1 𝐼𝐴𝑘

𝑘
means that 𝐴𝑘 = {𝜔 ∈ Ω ∶ �̃�0(𝜔) = 𝑘} for each 𝑘 ∈ ℕ, where �̃�0 is a chosen
representative of �̃�.

Proposition 3.3. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), 𝐺 a
nonempty stably compact 𝐿0-convex subset of 𝐸 and 𝑇 a 𝒯𝑐(𝒫𝑐𝑐)-continuous 𝐿0-
affine mapping from 𝐺 to 𝐺. Then 𝑇 has a fixed point. Moreover, the set of all
such fixed points is stably compact and 𝐿0-convex.
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Proof. For any �̃� ∶=
∑∞

𝑘=1 𝐼𝐴𝑘
𝑘 in 𝐿0(ℱ,ℕ), defining 𝑇�̃� ∶ 𝐺 → 𝐺 by

𝑇�̃�(𝑥) =
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))], ∀𝑥 ∈ 𝐺,

where𝑇𝑖 denotes the 𝑖-iterate of𝑇 (hence𝑇0 is the identitymap on𝐺). It is clear
that 𝑇�̃� is well defined. For any 𝑥, 𝑦 ∈ 𝐺 and any 𝜉 ∈ 𝐿0+(ℱ) with 0 ≤ 𝜉 ≤ 1,
we have

𝑇�̃�(𝜉𝑥 + (1 − 𝜉)𝑦) =
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝜉𝑥 + (1 − 𝜉)𝑦))]

=
∞∑

𝑘=1
𝐼𝐴𝑘

{ 1
𝑘

𝑘−1∑

𝑖=0
[𝜉𝑇𝑖(𝑥) + (1 − 𝜉)𝑇𝑖(𝑦)]}

=
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘

𝑘−1∑

𝑖=0
(𝜉𝑇𝑖(𝑥))] +

∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘

𝑘−1∑

𝑖=0
((1 − 𝜉)𝑇𝑖(𝑦))]

= 𝜉𝑇�̃�(𝑥) + (1 − 𝜉)𝑇�̃�(𝑦),

which implies that 𝑇�̃� is 𝐿0-affine. Therefore, 𝑇�̃� is 𝜎-stable by Lemma 3.1.
Since 𝑇 is𝒯𝑐(𝒫𝑐𝑐)-continuous, it is easy to check that 𝑇�̃� is𝒯𝑐(𝒫𝑐𝑐)-continuous
by Lemma 3.2. Furthermore, for any �̃�, �̃� ∈ 𝐿0(ℱ,ℕ),

𝑇�̃�[𝑇�̃�(𝑥)] =
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑇�̃�(𝑥)))]

=
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇�̃�(𝑇𝑖(𝑥)))]

=
∞∑

𝑘=1
𝐼𝐴𝑘

𝑇�̃�[
1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))]

= 𝑇�̃�{
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))]}

= 𝑇�̃�[𝑇�̃�(𝑥)].

Thus, {𝑇�̃� ∶ �̃� ∈ 𝐿0(ℱ,ℕ)} is a commutative family of 𝒯𝑐(𝒫𝑐𝑐)-continuous 𝐿0-
affine mappings from 𝐺 to 𝐺.
Let 𝑆 = ∩�̃�∈𝐿0(ℱ,ℕ)𝑇�̃�(𝐺). We claim that 𝑆 is a nonempty stably compact

𝐿0-convex subset of 𝐺 and that 𝑆 is exactly the fixed point set of 𝑇.
First, we prove that 𝑆 ≠ ∅. For any �̃� ∈ 𝐿0(ℱ,ℕ), since 𝑇�̃� is a 𝒯𝑐(𝒫𝑐𝑐)-

continuous 𝐿0-affine mapping from 𝐺 to 𝐺, Lemma 2.17 implies that 𝑇�̃�(𝐺) is
stably compact and 𝐿0-convex, then 𝑇�̃�(𝐺) is 𝜎-stable, closed and 𝐿0-convex.
Furthermore, for any 𝑥 ∈ 𝐺, any {𝐵𝑙, 𝑙 ∈ ℕ} ∈ Πℱ and any sequence {�̃�𝑙, 𝑙 ∈ ℕ}
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in 𝐿0(ℱ,ℕ) with �̃�𝑙 ∶=
∑∞

𝑘=1 𝐼𝐴𝑙,𝑘
𝑘, we have

∞∑

𝑙=1
𝐼𝐵𝑙𝑇�̃�𝑙 (𝑥) =

∞∑

𝑙=1
𝐼𝐵𝑙 {

∞∑

𝑘=1
𝐼𝐴𝑙,𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))]}

=
∞∑

𝑘=1
{
∞∑

𝑙=1
𝐼𝐵𝑙∩𝐴𝑙,𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))]}

=
∞∑

𝑘=1
𝐼∪∞𝑙=1(𝐵𝑙∩𝐴𝑙,𝑘)[

1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))]

= 𝑇∑∞
𝑘=1 𝐼∪∞𝑙=1(𝐵𝑙∩𝐴𝑙,𝑘 )

𝑘(𝑥)

= 𝑇∑∞
𝑙=1 𝐼𝐵𝑙 �̃�𝑙

(𝑥).

Then, it is easy to check that
∑∞

𝑙=1 𝐼𝐵𝑙𝑇�̃�𝑙 (𝐺) = 𝑇∑∞
𝑙=1 𝐼𝐵𝑙 �̃�𝑙

(𝐺), which implies
that {𝑇�̃�(𝐺) ∶ �̃� ∈ 𝐿0(ℱ,ℕ)} is a 𝜎-stable family of 𝜎-stable closed subsets
of the stably compact set 𝐺. By Proposition 2.15, we only need to show that
{𝑇�̃�(𝐺) ∶ �̃� ∈ 𝐿0(ℱ,ℕ)} has the finite intersection property. For any 𝑇�̃�(𝐺) and
𝑇�̃�(𝐺) in {𝑇�̃�(𝐺) ∶ �̃� ∈ 𝐿0(ℱ,ℕ)}, it holds that 𝑇�̃�(𝐺) ∩ 𝑇�̃�(𝐺) ⊃ 𝑇�̃�[𝑇�̃�(𝐺)] ∩
𝑇�̃�[𝑇�̃�(𝐺)] = 𝑇�̃�[𝑇�̃�(𝐺)] ≠ ∅. By induction, it is straightforward to verify that
{𝑇�̃�(𝐺) ∶ �̃� ∈ 𝐿0(ℱ,ℕ)} indeed has the finite intersection property. Thus, 𝑆 ≠ ∅.
Second, we prove that 𝑆 is the fixed point set of 𝑇. Clearly every fixed point

of 𝑇 belongs to 𝑆. Conversely, for any 𝑦 ∈ 𝑆 and any �̃� =
∑∞

𝑘=1 𝐼𝐴𝑘
𝑘 ∈ 𝐿0(ℱ,ℕ),

there exists 𝑥�̃� ∈ 𝐺 such that 𝑇�̃�(𝑥�̃�) = 𝑦, then

𝑇(𝑦) − 𝑦 = 𝑇[𝑇�̃�(𝑥�̃�)] − 𝑇�̃�(𝑥�̃�)

=
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑇(𝑥)))] −

∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(
𝑘−1∑

𝑖=0
𝑇𝑖(𝑥))]

=
∞∑

𝑘=1
𝐼𝐴𝑘

[ 1
𝑘
(𝑇𝑘(𝑥) − 𝑥)]

∈ (
∞∑

𝑘=1
𝐼𝐴𝑘

1
𝑘
)(𝐺 − 𝐺)

= 1
�̃� (𝐺 − 𝐺).

By the arbitrariness of �̃�, we have

𝑇(𝑦) − 𝑦 ∈ ∩�̃�∈𝐿0(ℱ,ℕ)
1
�̃� (𝐺 − 𝐺).

Since (𝐸,𝒯𝑐(𝒫𝑐𝑐)) is a topological group with respect to the addition operation,
the mapping 𝑓 ∶ 𝐸 × 𝐸 → 𝐸 defined by 𝑓(𝑥, 𝑦) = 𝑥 − 𝑦 is 𝒯𝑐(𝒫𝑐𝑐)-continuous.
Furthermore, according to Theorem 5.8 of [25], 𝐺 × 𝐺 is stably compact, and
thus, by Lemma 2.17,𝐺−𝐺 is stably compact. Since 𝜃 ∈ 𝐺−𝐺, by Lemma 2.18,
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we have
⋂

�̃�∈𝐿0(ℱ,ℕ)

1
�̃� (𝐺 − 𝐺) = 𝜃,

which implies that 𝑇(𝑦) = 𝑦.
Finally, since 𝑆 is the intersection of a family of 𝜎-stable closed 𝐿0-convex

subsets of𝐺, it is a 𝜎-stable closed 𝐿0-convex subsets of𝐺. Therefore, 𝑆 is stably
compact and 𝐿0-convex. □

Now, we can complete the proof of the randomMarkov-Kakutani fixed point
theorem.

Theorem 3.4. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), 𝐺 a
nonempty stably compact 𝐿0-convex subset of 𝐸 and ℳ a commutative family
of 𝒯𝑐(𝒫𝑐𝑐)-continuous 𝐿0-affine mappings from 𝐺 to 𝐺. Thenℳ has a common
fixed point.

Proof. By Proposition 3.3, for any 𝑇 ∈ ℳ, 𝐹𝑖𝑥(𝑇) = {𝑥 ∈ 𝐺 ∶ 𝑇(𝑥) = 𝑥} is
nonempty, 𝜎-stable and closed, then it is easy to check that 𝜎({𝐹𝑖𝑥(𝑇) ∶ 𝑇 ∈
ℳ}) is a 𝜎-stable family of nonempty 𝜎-stable closed subsets of 𝐺. We want
to show that ∩𝑇∈ℳ𝐹𝑖𝑥(𝑇) ≠ ∅, since 𝐺 is stably compact, by Proposition 2.15
and Lemma2.10, it is enough to show that {𝐹𝑖𝑥(𝑇) ∶ 𝑇 ∈ ℳ} has the finite
intersection property.
For any 𝑇1 and 𝑇2 in ℳ, we have 𝑇2(𝑇1(𝑥)) = 𝑇1(𝑇2(𝑥)) = 𝑇1(𝑥) for all

𝑥 ∈ 𝐹𝑖𝑥(𝑇2), which implies that 𝑇1 maps 𝐹𝑖𝑥(𝑇2) into 𝐹𝑖𝑥(𝑇2). According to
Proposition 3.3, 𝑇1 has a fixed point in 𝐹𝑖𝑥(𝑇2), hence 𝐹𝑖𝑥(𝑇2) ∩ 𝐹𝑖𝑥(𝑇1) ≠ ∅.
By induction, {𝐹𝑖𝑥(𝑇) ∶ 𝑇 ∈ℳ} has the finite intersection property. □

Let 𝑋 be a linear space over 𝕂, a linear operator 𝑓 ∶ 𝑋 → 𝐿0(ℱ,𝕂) is called
a random linear functional on 𝑋. Let 𝐸 be an 𝐿0(ℱ,𝕂)-module, a module ho-
momorphism 𝑓 ∶ 𝐸 → 𝐿0(ℱ,𝕂) is called an 𝐿0-linear function. If 𝕂 = ℝ, a
mapping 𝑝 ∶ 𝐸 → 𝐿0(ℱ,ℝ) is called an 𝐿0-sublinear linear function if it satis-
fies the following:
(i) 𝑝(𝜉𝑥) = 𝜉𝑝(𝑥), ∀𝜉 ∈ 𝐿0+(ℱ) and 𝑥 ∈ 𝐸;
(ii) 𝑝(𝑥 + 𝑦) ≤ 𝑝(𝑥) + 𝑝(𝑦), ∀𝑥, 𝑦 ∈ 𝐸.
Following is the algebraic form of the randomHahn-Banach theorem, which

is known in random functional analysis.

Theorem 3.5 ([14]). Let 𝐸 be an 𝐿0(ℱ,ℝ)-module, 𝑀 ⊂ 𝐸 a submodule, 𝑓 ∶
𝑀 → 𝐿0(ℱ,ℝ) an 𝐿0-linear function and 𝑝 ∶ 𝐸 → 𝐿0(ℱ,ℝ) an 𝐿0-sublinear
function such that 𝑓(𝑥) ≤ 𝑝(𝑥), ∀𝑥 ∈ 𝑀. Then there exists an 𝐿0-linear function
𝐹 ∶ 𝐸 → 𝐿0(ℱ,ℝ) such that 𝐹 extends 𝑓 and 𝐹(𝑥) ≤ 𝑝(𝑥), ∀𝑥 ∈ 𝐸. When 𝐸 is
an 𝐿0(ℱ,ℂ)-module and𝑀 ⊂ 𝐸 is a submodule, 𝑓 ∶ 𝑀 → 𝐿0(ℱ,ℂ) an 𝐿0-linear
function and𝑝 ∶ 𝐸 → 𝐿0+(ℱ) an 𝐿

0-seminorm such that |𝑓(𝑥)| ≤ 𝑝(𝑥), ∀𝑥 ∈ 𝑀.
Then there exists an 𝐿0-linear function 𝐹 ∶ 𝐸 → 𝐿0(ℱ,ℂ) such that 𝐹 extends 𝑓
and |𝐹(𝑥)| ≤ 𝑝(𝑥), ∀𝑥 ∈ 𝐸.
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Following is the analytic form of the random Hahn-Banach theorem, which
is also known in [14] and can be derived from Theorem 3.5.

Theorem 3.6 ([14]). Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃)
and𝑀 be a submodule of 𝐸. Then every 𝑓 ∈ 𝑀∗

𝜀,𝜆(𝒫) (or𝑀
∗
𝑐 (𝒫)) can be extended

to an element 𝐹 in 𝐸∗𝜀,𝜆(𝒫) (or 𝐸
∗
𝑐 (𝒫)).

Here, we provide another proof of Theorem 3.5 by using Theorem 3.4. For
this, we first give Definition 3.7 and Lemma 3.8.

Definition 3.7. Let {(𝐸𝑖,𝒫𝑖), 𝑖 ∈ 𝐼} be a family of 𝑅𝐿𝐶 modules over𝕂with base
(Ω,ℱ, 𝑃). Let 𝐸 =

∏
𝑖∈𝐼 𝐸𝑖 , then in an apparent way 𝐸 becomes an 𝐿0(ℱ,𝕂)-

module. Fixing 𝑖 ∈ 𝐼, ‖ ⋅ ‖◦𝜋𝑖 is an 𝐿0-seminorm on 𝐸 for any ‖ ⋅ ‖ ∈ 𝒫𝑖 , where 𝜋𝑖
is the canonical projection of 𝐸 onto 𝐸𝑖 . Denote �̃� =

⋃
𝑖∈𝐼{‖ ⋅ ‖◦𝜋𝑖 ∶ ‖ ⋅ ‖ ∈ 𝒫𝑖},

then (𝐸, �̃�) is obviously an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), called the
product of {(𝐸𝑖,𝒫𝑖), 𝑖 ∈ 𝐼}.

On Definition 3.7, it is easy to check that 𝒯𝑐(�̃�) (resp., 𝒯𝜀,𝜆(�̃�)) is just the
product topology for

∏
𝑖∈𝐼(𝐸𝑖,𝒯𝑐(𝒫𝑖)) (resp.,

∏
𝑖∈𝐼(𝐸𝑖,𝒯𝜀,𝜆(𝒫𝑖))).

Lemma 3.8. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over𝕂 with base (Ω,ℱ, 𝑃), let 𝐺 be a
nonempty𝜎-stable subset of𝐸, and let𝑓 ∶ 𝐺 → 𝐺 be a𝜎-stable𝒯𝑐(𝒫)-continuous
mapping. Then 𝑓 is𝒯𝑐(𝒫𝑐𝑐)-continuous.

Proof. For any 𝑥 ∈ 𝐺, any 𝑄 ∈ (𝒫𝑐𝑐)𝑓 and any 𝜀 ∈ 𝐿0++(ℱ), there exist a
sequence {𝑄𝑛, 𝑛 ∈ ℕ} in 𝒫 and {𝐴𝑛, 𝑛 ∈ ℕ} ∈ Πℱ such that 𝑉𝐺(𝑓(𝑥), 𝑄, 𝜀) =∑∞

𝑛=1 𝐼𝐴𝑛
𝑉𝐺(𝑓(𝑥), 𝑄𝑛, 𝜀). Then, we have

𝑓−1[𝑉𝐺(𝑓(𝑥), 𝑄, 𝜀)] = 𝑓−1[
∞∑

𝑛=1
𝐼𝐴𝑛

𝑉𝐺(𝑓(𝑥), 𝑄𝑛, 𝜀)]

=
∞∑

𝑛=1
𝐼𝐴𝑛

𝑓−1[𝑉𝐺(𝑓(𝑥), 𝑄𝑛, 𝜀)].

Since 𝑓 is 𝒯𝑐(𝒫)-continuous, each set 𝑓−1[𝑉𝐺(𝑓(𝑥), 𝑄𝑛, 𝜀)] is a 𝒯𝑐(𝒫) neigh-
bourhood of 𝑥. Therefore,

∞∑

𝑛=1
𝐼𝐴𝑛

𝑓−1[𝑉𝐺(𝑓(𝑥), 𝑄𝑛, 𝜀)]

is a 𝒯𝑐(𝒫𝑐𝑐)-neighbourhood of 𝑥, which completes the proof. □

Theorem 3.9. Theorem 3.4 implies Theorem 3.5.

Proof. Let 𝑋 = 𝐿0(ℱ,ℝ)𝐸 , consider now the sets 𝑋0 =
∏

𝑥∈𝐸[−𝑝(−𝑥), 𝑝(𝑥)]
and 𝑋1 = {𝑔 ∈ 𝑋0 ∶ −𝑝(−𝑥) ≤ 𝑔(𝑥 + 𝑦) − 𝑔(𝑦) ≤ 𝑝(𝑥) ∀𝑥, 𝑦 ∈ 𝐸 and 𝑔(𝑧) =
𝑓(𝑧) ∀𝑧 ∈ 𝑀}. Clearly, 𝑋0 is a nonempty stably compact 𝐿0-convex subset of𝑋,
and 𝑋1 is a nonempty 𝜎-stable closed 𝐿0-convex subset of 𝑋0, thus 𝑋1 is also a
nonempty stably compact 𝐿0-convex subset of 𝑋.
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Define a family {𝑇𝑦 ∶ 𝑦 ∈ 𝐸} of mappings 𝑇𝑦 ∶ 𝑋1 → 𝑋1 by

𝑇𝑦(𝑔)(𝑥) = 𝑔(𝑥 + 𝑦) − 𝑔(𝑦), ∀𝑔 ∈ 𝑋1, ∀𝑥 ∈ 𝐸.

It is easy to check that {𝑇𝑦 ∶ 𝑦 ∈ 𝐸} is a commutative family of 𝒯𝑐(𝒫)-conti-
nuous 𝐿0-affine mappings. Then {𝑇𝑦 ∶ 𝑦 ∈ 𝐸} is a commutative family of
𝒯𝑐(𝒫𝑐𝑐)-continuous 𝐿0-affine mappings by Lemma 3.8. According to Theorem
3.4, there exists 𝑓1 ∈ 𝑋1 such that 𝑇𝑦(𝑓1) = 𝑓1 for all 𝑦 ∈ 𝐸, which implies that
𝑓1(𝑥 + 𝑦) = 𝑓1(𝑥) + 𝑓1(𝑦) for all 𝑥, 𝑦 ∈ 𝐸. Let 𝑋2 be the set of common fixed
points of {𝑇𝑦 ∶ 𝑦 ∈ 𝐸}, namely, 𝑋2 = {𝑓 ∈ 𝑋1 ∶ 𝑓(𝑥+ 𝑦) = 𝑓(𝑥) +𝑓(𝑦) ∀𝑥, 𝑦 ∈
𝐸}. Then, 𝑋2 is nonempty, stably compact, and 𝐿0-convex.
Define a family {𝑆𝑟 ∶ 𝑟 ∈ ℝ and 𝑟 > 0} of mappings 𝑆𝑟 ∶ 𝑋2 → 𝑋2 by

𝑆𝑟(𝑓)(𝑥) =
𝑓(𝑟𝑥)
𝑟 , ∀𝑓 ∈ 𝑋2, 𝑥 ∈ 𝐸.

It is easy to verify that {𝑆𝑟 ∶ 𝑟 ∈ ℝ and 𝑟 > 0} is a commutative family of
𝒯𝑐(𝒫𝑐𝑐)-continuous𝐿0-affinemappings. According to Theorem3.4, there exists
𝐹 ∈ 𝑋2 such that 𝑆𝑟(𝐹) = 𝐹 for all 𝑟 ∈ ℝ with 𝑟 > 0, which implies that
𝐹(𝑟𝑥) = 𝑟𝐹(𝑥) for all 𝑟 ∈ ℝ with 𝑟 > 0. It follows from 𝐹(𝜃) = 𝑓(𝜃) = 0
that 𝐹(𝑟𝑥) = 𝑟𝐹(𝑥) for all 𝑟 ∈ ℝ, and then 𝐹 is a random linear functional.
Furthermore, according to Lemma 2.12 of [14], 𝐹 is also an 𝐿0-linear function.
It is known from [14] that the complex case of Theorem 3.5 can be derived from
the real case of it, and thus the proof is completed. □

4. A more general strict separation theorem in a random locally
convex module
When𝐾 is a singleton, Lemma 4.1 below is just Theorem 4.2 of [23] (see also

Lemma 2.9 of [21]). The aim of this section is to establish a more general strict
separation theorem in a random locally convex module, namely, Theorem 4.2,
which includes Theorem 3.16 of [14] as a special case and is called a geometric
formof the randomHahn-Banach theorem. UsingTheorem4.2, we canprovide
another proof for the randomMarkov-Kakutani fixed point theorem. Themain
results in this section are Theorems 4.2 and 4.3.
On the proof of Lemma 4.1, we can, in fact, prove that 𝐾 − 𝐹 is 𝒯𝑐(𝒫𝑐𝑐)-

closed, then Lemma 4.1 can be derived from Theorem 4.2 of [23], but such a
proof needs to construct a 𝐵ℱ-stable net from an usual net as done in [18]. In
order to avoid the introduction of the abstract notion of a 𝐵ℱ-stable net, we give
a direct proof of Lemma 4.1 as follows.

Lemma 4.1. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), 𝐾 and 𝐹
be two nonempty subsets of 𝐸 such that 𝐾 is stably compact and 𝐹 is 𝜎-stable and
closed. If 𝐼𝐴𝐾 ∩ 𝐼𝐴𝐹 = ∅ for all 𝐴 ∈ ℱ+, then there exists 𝑉 ∈ 𝒱𝜃(𝒫𝑐𝑐) such that

𝐼𝐴(𝐾 + 𝑉) ∩ 𝐼𝐴(𝐹 + 𝑉) = ∅

for all 𝐴 ∈ ℱ+.
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Proof. For any 𝑉 ∈ 𝒱𝜃(𝒫𝑐𝑐), since 𝜃+ 𝜃 = 𝜃 and addition is continuous under
𝒯𝑐(𝒫𝑐𝑐), there exists 𝑉1 ∈ 𝒱𝜃(𝒫𝑐𝑐) such that 𝑉1 + 𝑉1 ⊂ 𝑉. Then, for any 𝑥 in
𝐾, by Theorem 4.2 of [23], there exists 𝑉𝑥 ∈ 𝒱𝜃(𝒫𝑐𝑐) such that

𝐼𝐴(𝑥 + 𝑉𝑥 + 𝑉𝑥) ∩ 𝐼𝐴(𝐹 + 𝑉𝑥) = ∅ for all 𝐴 ∈ ℱ+. (4.1)

It is easy to check that 𝜎{(𝑥 + 𝑉𝑥) ∩ 𝐾 ∶ 𝑥 ∈ 𝐾} = {
∑∞

𝑛=1 𝐼𝐶𝑛[(𝑥𝑛 + 𝑉𝑥𝑛) ∩ 𝐾] ∶
{𝐶𝑛, 𝑛 ∈ ℕ} ∈ Πℱ , {𝑥𝑛, 𝑛 ∈ ℕ} is a sequene in 𝐾} is a 𝜎-stable family of 𝜎-
stable open sets of (𝐾,𝒯𝑐(𝒫𝑐𝑐)) with 𝐾 =

⋃
𝜎{(𝑥 + 𝑉𝑥) ∩ 𝐾 ∶ 𝑥 ∈ 𝐾}. Since 𝐾

is stably compact, there exist {𝐴𝑚, 𝑚 ∈ ℕ} ∈ Πℱ and a sequence {ℰ𝑚, 𝑚 ∈ ℕ}
of nonempty finite subfamilies of 𝜎{(𝑥 + 𝑉𝑥) ∩ 𝐾 ∶ 𝑥 ∈ 𝐾} such that 𝐾 =⋃∑∞

𝑚=1 𝐼𝐴𝑚
𝜎(ℰ𝑚). For sake of convenience, let ℰ𝑚 = {𝐺𝑚,𝑙 ∶ 𝑙 = 1 ∼ 𝑘𝑚} for

any 𝑚 ∈ ℕ, with 𝐺𝑚,𝑙 =
∑∞

𝑛=1 𝐼𝐶𝑚,𝑙,𝑛[(𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛) ∩ 𝐾] for some sequence
{𝑥𝑚,𝑙,𝑛, 𝑛 ∈ ℕ} in 𝐾 and some partition {𝐶𝑚,𝑙,𝑛, 𝑛 ∈ ℕ} ∈ Πℱ . Then, we have

𝐾 =
⋃ ∞∑

𝑚=1
𝐼𝐴𝑚

𝜎(𝐺𝑚,1,⋯ , 𝐺𝑚,𝑘𝑚)

=
⋃ ∞∑

𝑚=1
𝐼𝐴𝑚

𝜎[
∞∑

𝑛=1
𝐼𝐶𝑚,1,𝑛((𝑥𝑚,1,𝑛 + 𝑉𝑥𝑚,1,𝑛) ∩ 𝐾),⋯ , (4.2)

∞∑

𝑛=1
𝐼𝐶𝑚,𝑘𝑚,𝑛

((𝑥𝑚,𝑘𝑚 ,𝑛 + 𝑉𝑥𝑚,𝑘𝑚,𝑛
) ∩ 𝐾)].

For each 𝑥𝑚,𝑙,𝑛, let 𝑉𝑥𝑚,𝑙,𝑛 = {𝑦 ∈ 𝐸 ∶ ‖𝑦‖𝑄𝑚,𝑙,𝑛 < 𝜀𝑚,𝑙,𝑛 on Ω}, and further let

𝑄𝑚,𝑙 =
∞∑

𝑛=1
𝐼𝐶𝑚,𝑙,𝑛𝑄𝑚,𝑙,𝑛,

𝜀𝑚,𝑙 =
∞∑

𝑛=1
𝐼𝐶𝑚,𝑙,𝑛𝜀𝑚,𝑙,𝑛,

𝑄𝑚 = ∪𝑘𝑚𝑙=1𝑄𝑚,𝑙,

𝜀𝑚 = ∧𝑘𝑚𝑙=1𝜀𝑚,𝑙,

𝑄 =
∞∑

𝑚=1
𝐼𝐴𝑚

𝑄𝑚,

𝜀 =
∞∑

𝑚=1
𝐼𝐴𝑚

𝜀𝑚.

Then 𝑄 ∈ (𝒫𝑐𝑐)𝑓 and 𝜀 ∈ 𝐿0++(ℱ), which implies that 𝑉 ∶= {𝑦 ∈ 𝐸 ∶ ‖𝑦‖𝑄 <
𝜀 on Ω} ∈ 𝒱𝜃(𝒫𝑐𝑐).
We assert that 𝐼𝐴(𝐾 + 𝑉) ∩ 𝐼𝐴(𝐹 + 𝑉) = ∅ for all 𝐴 ∈ ℱ+. Otherwise, there

exist 𝑥 ∈ 𝐾 and 𝐴 ∈ ℱ+ such that 𝐼𝐴(𝑥 + 𝑉) ∩ 𝐼𝐴(𝐹 + 𝑉) ≠ ∅. By (4.2), there



RANDOM MARKOV-KAKUTANI FIXED POINT THEOREM 1215

exists a sequence {{𝐵𝑚,𝑙, 𝑙 = 1 ∼ 𝑘𝑚}, 𝑚 ∈ ℕ} in Πℱ such that

𝑥 ∈
∞∑

𝑚=1
𝐼𝐴𝑚

{
𝑘𝑚∑

𝑙=1
𝐼𝐵𝑚,𝑙 [

∞∑

𝑛=1
𝐼𝐶𝑚,𝑙,𝑛((𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛) ∩ 𝐾)]}.

Therefore,

𝐼𝐴(
∞∑

𝑚=1
𝐼𝐴𝑚

{
𝑘𝑚∑

𝑙=1
𝐼𝐵𝑚,𝑙 [

∞∑

𝑛=1
𝐼𝐶𝑚,𝑙,𝑛((𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛) ∩ 𝐾)]} + 𝑉) ∩ 𝐼𝐴(𝐹 + 𝑉) ≠ ∅.

Since 𝐴 ∈ ℱ+, there exist some 𝐴𝑚, 𝐵𝑚,𝑙 and 𝐶𝑚,𝑙,𝑛 such that 𝐴 ∩ 𝐴𝑚 ∩ 𝐵𝑚,𝑙 ∩
𝐶𝑚,𝑙,𝑛 ∈ ℱ+, then we have

𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛[(𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛) ∩ 𝐾 + 𝑉] ∩ 𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛(𝐹 + 𝑉) ≠ ∅,

which implies that

𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛(𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛 + 𝑉) ∩ 𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛(𝐹 + 𝑉) ≠ ∅.

Furthermore, it is easy to check that

𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛𝑉 ⊂ 𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛𝑉𝑥𝑚,𝑙,𝑛 ,

then we have

𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛(𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛 + 𝑉𝑥𝑚,𝑙,𝑛) ∩ 𝐼𝐴∩𝐴𝑚∩𝐵𝑚,𝑙∩𝐶𝑚,𝑙,𝑛(𝐹 + 𝑉𝑥𝑚,𝑙,𝑛) ≠ ∅,

which contradicts with (4.1). □

Let 𝐸 be an 𝐿0(ℱ,𝕂)-module,𝑀 and 𝐺 two nonempty 𝜎-stable subsets of 𝐸
such that𝑀 ∩ 𝐺 = ∅. Then, 𝐻(𝑀,𝐺) = Ω∖𝑒𝑠𝑠𝑠𝑢𝑝{𝐴 ∈ ℱ ∶ 𝐼𝐴𝑀 ∩ 𝐼𝐴𝐺 ≠ ∅}
is called the hereditarily disjoint stratification of 𝑀 and 𝐺, and 𝑃(𝐻(𝑀,𝐺)) is
called the hereditarily disjoint probability of𝑀 and 𝐺. According to Theorem
3.13 of [14],𝐻(𝑀,𝐺) is unique a.s. and has the following properties:
(1) 𝑃(𝐻(𝑀,𝐺)) > 0;
(2) 𝐼𝐴𝑀 ∩ 𝐼𝐴𝐺 = ∅ for all 𝐴 ∈ ℱ+ with 𝐴 ⊂ 𝐻(𝑀,𝐺);
(3) 𝐼𝐴𝑀 ∩ 𝐼𝐴𝐺 ≠ ∅ for all 𝐴 ∈ ℱ+ with 𝐴 ⊂ Ω∖𝐻(𝑀,𝐺).
Just as we have stated on the proof of Lemma 4.1, Theorem 4.2 below can

also be derived from Theorem 3.16 of [14], here we give a direct proof based on
Lemma 4.1.

Theorem 4.2. Let (𝐸,𝒫) be an 𝑅𝐿𝐶 module over 𝕂 with base (Ω,ℱ, 𝑃), 𝐾 and
𝐶 two 𝐿0-convex subsets of 𝐸 such that 𝐾 is stably compact and 𝐶 is 𝜎-stable and
closed. If 𝐾 ∩ 𝐶 = ∅, then there exists 𝑓 ∈ 𝐸∗𝑐 (𝒫𝑐𝑐) such that

(𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) for all 𝑥 ∈ 𝐾 and 𝑦 ∈ 𝐶.

and
(𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) on𝐻(𝐾,𝐶) for all 𝑥 ∈ 𝐾 and 𝑦 ∈ 𝐶.
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Proof. If 𝐻(𝐾,𝐶) = Ω, by Lemma 4.1, there exists 𝑉 ∈ 𝒱𝜃(𝒫𝑐𝑐) such that
𝐼𝐴(𝐾 + 𝑉) ∩ 𝐼𝐴(𝐶 + 𝑉) = ∅ for all 𝐴 ∈ ℱ+. It is easy to check that 𝐾 + 𝑉 is
a 𝜎-stable 𝐿0-convex 𝒯𝑐(𝒫𝑐𝑐)-open subset of 𝐸. Then, by Theorem 3.15 of [14],
there exists 𝑓 ∈ 𝐸∗𝑐 (𝒫𝑐𝑐) such that (𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) 𝑜𝑛 Ω for all 𝑥 ∈ 𝐾 + 𝑉
and all 𝑦 ∈ 𝐶, which implies that

(𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) on Ω for all 𝑥 ∈ 𝐾 and 𝑦 ∈ 𝐶.

If 0 < 𝑃(𝐻(𝐾,𝐶)) < 1, let Ω′ = 𝐻(𝐾,𝐶), ℱ′ = Ω′ ∩ ℱ = {Ω′ ∩ 𝐹 ∶ 𝐹 ∈ ℱ}
and 𝑃′ ∶ ℱ′ → [0, 1] be defined by 𝑃′(Ω′ ∩ 𝐹) = 𝑃(Ω′∩𝐹)

𝑃(Ω′)
. Take 𝐸′ = 𝐼Ω′𝐸, 𝒫′ =

{‖ ⋅ ‖𝐸′ ∶ ‖ ⋅ ‖ ∈ 𝒫}, 𝐾′ = 𝐼Ω′𝐾, 𝐶′ = 𝐼Ω′𝐶, then (𝐸′,𝒫′) is an 𝑅𝐿𝐶 module
with base (Ω′,ℱ′, 𝑃′) and 𝐾′ and 𝐶′ two 𝐿0-convex subsets of 𝐸′ such that 𝐾′

is stably compact and 𝐶′ is 𝜎-stable and closed. As shown in the proof for the
case𝐻(𝐾,𝐶) = Ω, there exists 𝑓′ ∈ (𝐸′)∗𝑐 (𝒫′

𝑐𝑐) such that

(𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) on Ω′ for all 𝑥 ∈ 𝐾′ and 𝑦 ∈ 𝐶′.

According to Theorem 3.6, 𝑓′ has an extension 𝑓′′ ∈ 𝐸∗𝑐 (𝒫𝑐𝑐). Now, let 𝑓 =
𝐼Ω′𝑓′′, then 𝑓 ∈ 𝐸∗𝑐 (𝒫𝑐𝑐) and we have

(𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) for all 𝑥 ∈ 𝐾 and 𝑦 ∈ 𝐶.

and
(𝑅𝑒𝑓)(𝑥) > (𝑅𝑒𝑓)(𝑦) on𝐻(𝐾,𝐶) for all 𝑥 ∈ 𝐾 and 𝑦 ∈ 𝐶.

□

Using Theorem 4.2, we can provide another proof for the random Markov-
Kakutani fixed point theorem.

Theorem 4.3. Theorem 4.2 implies Theorem 3.4.

Proof. We only need to show Theorem 4.2 implies Proposition 3.3. We employ
a method by contradiction, suppose that the mapping 𝑇 in Proposition 3.3 has
no fixed point in 𝐺. Then, its graph Γ ∶= {(𝑥, 𝑇𝑥) ∶ 𝑥 ∈ 𝐺} is disjoint from the
diagonal ∆ ∶= {(𝑥, 𝑥) ∶ 𝑥 ∈ 𝐺}. Obviously, Γ is stably compact and 𝐿0-convex,
and ∆ is 𝜎-stable, closed and 𝐿0-convex.
Let (𝐸×𝐸, �̃�) be (𝐸,𝒫𝑐𝑐)×(𝐸,𝒫𝑐𝑐), then it is easy to check that (𝐸×𝐸)∗𝑐 (�̃�) =

𝐸∗𝑐 (𝒫𝑐𝑐) × 𝐸∗𝑐 (𝒫𝑐𝑐), namely, 𝑓 ∈ (𝐸 × 𝐸)∗𝑐 (�̃�) iff there exist 𝑓1 and 𝑓2 in 𝐸∗𝑐 (𝒫𝑐𝑐)
such that 𝑓(𝑥, 𝑦) = 𝑓1(𝑥) + 𝑓2(𝑦) for any (𝑥, 𝑦) ∈ 𝐸 ×𝐸. Now, by Theorem 4.2,
there exist 𝑓1, 𝑓2 ∈ 𝐸∗𝑐 (𝒫𝑐𝑐) and 𝜉1, 𝜉2 ∈ 𝐿0++(ℱ) such that

(𝑅𝑒𝑓1)(𝑥) + (𝑅𝑒𝑓2)(𝑥) < 𝜉1 < 𝜉2 < (𝑅𝑒𝑓1)(𝑦) + (𝑅𝑒𝑓2)(𝑇(𝑦))

on𝐻(∆,Γ) for all 𝑥, 𝑦 ∈ 𝐺. Then, we have

(𝑅𝑒𝑓2)(𝑇(𝑦)) − (𝑅𝑒𝑓2)(𝑦) > 𝜉2 − 𝜉1
on𝐻(∆,Γ) for all 𝑦 ∈ 𝐺. It follows that

(𝑅𝑒𝑓2)(𝑇𝑛(𝑦)) − (𝑅𝑒𝑓2)(𝑦) > 𝑛(𝜉2 − 𝜉1)

on 𝐻(∆,Γ) for any 𝑦 ∈ 𝐺 and 𝑛 ∈ ℕ, which contradicts with the a.s bounded-
ness of (𝑅𝑒𝑓2)(𝐺). □
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Remark 4.4. Theorem 3.9 shows that the randomMarkov-Kakutani fixed point
theorem implies Theorem 3.5 (namely, the algebraic form of the random Hahn-
Banach theorem), Theorem 3.6 (namely, the analytic form of the random Hahn-
Banach theorem) can be derived from Theorem 3.5, Theorem 4.2 (namely, the
geometric form of the random Hahn-Banach theorem) can be derived from The-
orem 3.6, and Theorem 4.3 shows that Theorem 4.2 implies the randomMarkov-
Kakutani fixed point theorem. Thus, the random Markov-Kakutani fixed point
theorem, the algebraic formand geometric form of the randomHahn-Banach the-
orem are all equivalent.
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