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On numerical diameters and linear maps

Niel de Beaudrap and Christopher Ramsey

Abstract. This paper studies the diameter of the numerical range of bounded
operators on Hilbert space and the induced seminorm, called the numerical
diameter, on bounded linear maps between operator systems which is sensi-
ble in the case of unital maps and their scalar multiples. It is shown that the
completely bounded numerical diameter is a norm that is comparable but not
equal to the completely bounded norm. This norm is particularly interesting
in the case of unital completely positive maps and their sections.
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1. Introduction
The numerical range and itsmaximumdistance from the origin, the numeri-

cal radius, are widely studiedmathematical objects, originating withHausdorff
and Toeplitz, see [2] for a thorough treatment of the subject. Numerical ranges
have also been widely studied in quantum information theory [6, 18] and in
other applied settings as the numerical range can be a reasonable approxima-
tion for the spectrum.
This paper concerns the related concept of the numerical diameter which

is the diameter of the numerical range. This is especially well-behaved in the
context of normal operators as the numerical diameter is equal to the spectral
diameter, the diameter of the spectrum. This concept also hasmotivations from
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quantum information theory, where for a bounded Hermitian operator 𝐻, it
represents the minimal norm of an operator 𝐻 + 𝑐1 ⩾ 0, essentially taking
the minimum eigenvalue of 𝐻 as a reference point for all other eigenvalues.
However, the numerical diameter has been studied far less than the numerical
radius, appearing only a few times in the literature over the years [12, 19, 7, 3]
with different results from what we are presenting here.
Section 2 introduces the spectral and numerical diameters of an operator and

establishes that the numerical diameter is a seminorm that is invariant under
translations of scalar multiples of the identity. In particular, the relationship to
the operator norm and the numerical radius are worked out.
Section 3 introduces the main consideration of the paper, which is the in-

duced seminorm (again called the numerical diameter) of linear maps between
operator systems given by the numerical diameter. We describe an application
for numerical diameters, on operators and on linear maps, to quantum infor-
mation theory. Recall, that a (concrete) operator system is a self-adjoint, unital,
closed subspace of bounded operators on a Hilbert space, 𝒮 ⊆ 𝐵(ℋ) . That is,
𝐸∗ ∈ 𝒮 for every 𝐸 ∈ 𝒮. The self-adjoint operators will be denoted 𝒮𝑠𝑎. In
this context, the bounded linear maps with a bounded numerical diameter are
precisely those which are scalar multiples of unital maps, here called parauni-
tal maps. As is typical with linear maps of operators much can be learned by
considering their complete structure. To this end, we introduce the completely
bounded numerical diameter. This turns out to be a norm comparable to, but
distinct from, the cb-norm for paraunital maps, Theorem 3.12.
Section 4 studies unital completely positive maps and their sections (that

is, their right inverses), and their behaviour with respect to the numerical di-
ameter. It is shown that a ucp map has a contractive cb-numerical diameter,
Proposition 4.7. This is used along with the rest of the section to prove that a
section of a ucp map is an isometry if and only if the cb-numerical diameter is
equal to 1, Theorem 4.13. The rest of the section explores the best that can be
said of approximately isometric maps.
Section 5 considers translating finite-dimensional self-adjoint maps by mul-

tiples of the trace. There is always such a translation that makes the map com-
pletely positive, Theorem 5.2. One needs additional conditions, namely scaled
trace-preserving, to ensure that there is a translation that is a section of a com-
pletely positive map. These translations fit in with the rest of the paper as they
do not change the numerical diameter of the map. However, translations by
scalar multiples of the trace usually change the completely bounded diameter
so it does come at a cost.

2. Spectral and numerical diameters of operators
We begin by introducing the main concepts of this paper.
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Definition 2.1. For a (possibly infinite-dimensional) Hilbert space ℋ and for
𝐸 ∈ 𝐵(ℋ), the spectral diameter of 𝐸 is

‖𝐸‖𝜎diam = sup{|𝜆 − 𝜇| ∶ 𝜆, 𝜇 ∈ 𝜎(𝐸)}

where 𝜎(𝐸) is the spectrum of eigenvalues of 𝐸; and the spectral radius of 𝐸 is

𝜌(𝐸) = sup{|𝜆| ∶ 𝜆 ∈ 𝜎(𝐸)} .

In the case where 𝐸 is self-adjoint this is more simply given as

‖𝐸‖𝜎diam = 𝜆max(𝐸) − 𝜆min(𝐸) and 𝜌(𝐸) = max
{
|𝜆max(𝐸)|, |𝜆min(𝐸)|

}
.

The spectrum of an operator is of course compact, so these suprema are ac-
tually maxima. These two quantities impart some useful information for self-
adjoint operators, andmore generally for normal operators. Specifically, for the
spectral radius we have Gelfand’s formula:

𝜌(𝐸) = lim
𝑛→∞

‖𝐸𝑛‖1∕𝑛 .

By functional calculus this implies that for 𝐸 ∈ 𝐵(ℋ) normal

𝜌(𝐸) = ‖𝐸‖,

a result which one can also obtain from the Spectral Theorem. However, the
spectral diameter and spectral radius become trivial formany non-normal oper-
ators, e.g., anything with 𝜎(𝐸) = {0}. One can sensibly extend these definitions
to non-normal operators through the numerical range.

Definition 2.2. For a Hilbert spaceℋ and an operator 𝐸 ∈ 𝐵(ℋ) the numeri-
cal range of 𝐸 is

𝑊(𝐸) = {
⟨𝐸𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
∶ 𝑣 ∈ℋ, 𝑣 ≠ 0} .

The numerical range is a convex set (the Toeplitz-Hausdorff theorem, [23,
14]) and is easily seen to be bounded, living in the disk of radius ‖𝐸‖. (That is,
we have𝑊(𝐸) ⊆ ‖𝐸‖𝔻, where 𝔻 = {𝑧 ∈ ℂ ∶ |𝑧| < 1}, and 𝔻 is its closure.
It will occasionally be useful to describe applications of the numerical range to
self-adjoint bounded operators which are related to a given bounded operator
𝐸:

Lemma 2.3. If 𝐸 ∈ 𝐵(ℋ), then

𝑊(Re(𝐸)) = {Re(𝜆) ∶ 𝜆 ∈𝑊(𝐸)} and𝑊(Im(𝐸)) = {Im(𝜆) ∶ 𝜆 ∈𝑊(𝐸)} .

Proof. Let 𝑣 ∈ℋ with ‖𝑣‖ = 1. Then

Re (⟨𝐸𝑣, 𝑣⟩) =
1

2

(
⟨𝐸𝑣, 𝑣⟩ + ⟨𝐸𝑣, 𝑣⟩

)

=
1

2

(
⟨𝐸𝑣, 𝑣⟩ + ⟨𝐸∗𝑣, 𝑣⟩

)
= ⟨Re(𝐸)𝑣, 𝑣⟩ .

The imaginary calculation follows similarly. □
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Recall that the states over a C∗-algebra are the positive linear functionals
with norm 1. (This coincides in finite dimensions with maps of the form 𝐸 ↦

Tr(𝐸𝑞), for an arbitrary positive-semidefinite operator 𝑞 with unit trace.) In
particular, states are related to the numerical range since 𝐸 ↦ ⟨𝐸𝑣, 𝑣⟩ for any
𝑣 ∈ℋ, ‖𝑣‖ = 1 is a state.

Proposition 2.4. For 𝐸 ∈ 𝐵(ℋ)

𝑊(𝐸) = {𝜙(𝐸) ∶ 𝜙 is a state on 𝐵(ℋ)}

= {𝜙(𝐸) ∶ 𝜙 is a state on 𝐶∗(𝐸)}
= {𝜙(𝐸) ∶ 𝜙 is a state on 𝒮}

for any operator system 𝒮 ⊆ 𝐵(ℋ) such that 𝐸 ∈ 𝒮.

Proof. The first result can be found recorded in [1] but is certainly older. Note
that the second equality follows from the third.
Now, every restriction of a state on 𝐵(ℋ) to 𝒮 is clearly a state on 𝒮. Con-

versely, by Arveson’s Extension Theorem, cf. [20, Theorem 7.5], every state on
𝒮 can be extended to a state on 𝐵(ℋ). □

Identifying the closure of the numerical range with the image of the state
space allows us to be vague about the concrete context of our operator systems.
In particular, the closure of the numerical range is preserved by completely iso-
metric order isomorphisms of the operator systems. One should note that𝑊(𝐸)

is also equal to the images under the unital completely contractive linear func-
tionals on a unital operator spaceℳ ⊆ 𝐵(ℋ)with 𝐸 ∈ℳ. Many of these ideas
are pursued further in [10].

Proposition 2.5 (Theorem 8.14 [22]). For every normal 𝐸 ∈ 𝐵(ℋ)

𝑊(𝐸) = conv(𝜎(𝐸)),

the convex hull of the spectrum.

This highlights that the closure of the numerical range is a better object of
study than the spectrum since it allows us to be context-free.

Example 2.6. As an operator system 𝐶(𝕋) embeds completely isometrically into
𝐶(𝔻) by the identity map 𝑧𝑛 ↦ 𝑧𝑛 for all 𝑛 ∈ ℤ, just not multiplicatively. Then
𝜎𝐶(𝕋)(𝑧) = 𝕋 and 𝜎

𝐶(𝔻)
(𝑧) = 𝔻, which of course both have the same convex hull.

The upshot of the previous proposition is that if 𝐸 ∈ 𝒮 is a self-adjoint ele-
ment in an operator system then 𝜆max(𝐸) and 𝜆min(𝐸) are well-defined regard-
less of how 𝒮 is embedded into a specific 𝐵(ℋ).
One can then extend the definitions of the spectral diameter and radius to

something better behaved on non-normal operators, as follows.

Definition 2.7. For a Hilbert spaceℋ and an operator 𝐸 ∈ 𝐵(ℋ) the numeri-
cal diameter of 𝐸 is

‖𝐸‖diam = sup
{
|𝜆 − 𝜇| ∶ 𝜆, 𝜇 ∈𝑊(𝐸)

}
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and the numerical radius of 𝐸 is
𝑟(𝐸) = sup{|𝜆| ∶ 𝜆 ∈𝑊(𝐸)} .

By Proposition 2.5 for any normal 𝐸 ∈ 𝐵(ℋ) we have
‖𝐸‖𝜎diam = ‖𝐸‖diam and 𝜌(𝐸) = 𝑟(𝐸).

Remark 2.8. The width of the numerical range has also been considered, that is,
the smallest distance between parallel lines that touch the boundary of the numer-
ical range [5, 7]. As well, [4] studies the inner diameter of the numerical range,
the diameter of the largest disk that the numerical range contains.

We now prove many elementary properties of the numerical diameter.

Proposition 2.9. For any 𝐸 ∈ 𝐵(ℋ), ‖𝐸‖diam ⩽ 2‖𝐸‖ and ‖𝐸‖diam ⩽ 2𝑟(𝐸).

Proof. As we noted above, for every 𝑣 ∈ℋ, 𝑣 ≠ 0, one has
|||||||

⟨𝐸𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩

|||||||
⩽ ‖𝐸‖

|||||||

⟨𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩

|||||||
= ‖𝐸‖.

Thus,
‖𝐸‖diam = sup

{
|𝜆 − 𝜇| ∶ 𝜆, 𝜇 ∈𝑊(𝐸)

}

= sup {
|||||||

⟨𝐸𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨𝐸𝑤,𝑤⟩

⟨𝑤,𝑤⟩

|||||||
∶ 𝑣, 𝑤 ∈ℋ, 𝑣, 𝑤 ≠ 0} ⩽ 2‖𝐸‖.

The second inequality follows more simply from the triangle inequality. □

Proposition 2.10 ([2]). The numerical radius is a norm on 𝐵(ℋ) with

𝑟(𝐸) ⩽ ‖𝐸‖ ⩽ 2𝑟(𝐸) and 𝑟(𝐸∗) = 𝑟(𝐸)

for every 𝐸 ∈ 𝐵(ℋ).

Proposition 2.11. Let 𝐸 ∈ 𝐵(ℋ). Then

‖𝐸‖diam = max
𝑐

‖‖‖‖Re(𝑐𝐸)
‖‖‖‖diam

= max
𝑐

‖‖‖‖Im(𝑐𝐸)
‖‖‖‖diam

= max
𝑎,𝑏

1

2

‖‖‖‖𝑎𝐸 + 𝑏𝐸∗
‖‖‖‖diam

where the maxima are taken over 𝑎, 𝑏, 𝑐 ∈ ℂ such that |𝑎| = |𝑏| = |𝑐| = 1.

Proof. For an arbitrary 𝑐 ∈ ℂ with |𝑐| = 1, we clearly have

Re(𝑐𝐸) =
1

2
(𝑐𝐸 + 𝑐∗𝐸∗) =

1

2
𝑐(𝐸 + 𝑐−2𝐸∗).

Letting 𝑠 = 𝑐−2, we then have
‖‖‖‖Re(𝑐𝐸)

‖‖‖‖diam
=

1

2

‖‖‖‖𝑐𝐸 + 𝑐∗𝐸∗
‖‖‖‖diam

=
1

2

‖‖‖‖𝑐(𝐸 + 𝑠𝐸∗)
‖‖‖‖diam

=
1

2

‖‖‖‖𝐸 + 𝑠𝐸∗
‖‖‖‖diam

.

For an arbitrary 𝑎 ∈ ℂ with |𝑎| = 1, let 𝑏 = 𝑎𝑠. We then also have
1

2

‖‖‖‖𝐸 + 𝑠𝐸∗
‖‖‖‖diam

=
1

2

‖‖‖‖𝑎
∗(𝑎𝐸 + 𝑏𝐸∗)

‖‖‖‖diam
=

1

2

‖‖‖‖𝑎𝐸 + 𝑏𝐸∗
‖‖‖‖diam

.
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Conversely, any such choices of 𝑎, 𝑏, 𝑠 ∈ ℂ determine a value of 𝑐 ∈ ℂ up to a
factor of ±1. As ‖‖‖‖Re(−𝑐𝐸)

‖‖‖‖diam
=
‖‖‖‖Re(𝑐𝐸)

‖‖‖‖diam
, the range of the expressions

‖‖‖‖Re(𝑐𝐸)
‖‖‖‖diam

and of 1

2

‖‖‖‖𝑎𝐸 + 𝑏𝐸∗
‖‖‖‖diam

are the same, as functions of complex
units 𝑎, 𝑏, 𝑐 ∈ ℂ. Taking 𝑐′ = −𝑖𝑐, we obtain similar results for Im(𝑐𝐸) =
−
1

2
𝑖(𝑐𝐸 − 𝑐∗𝐸∗) = Re(𝑐′𝐸).
It then suffices to show that ‖𝐸‖diam is themaximumvalue of these quantities

over 𝑎, 𝑏, 𝑐 ∈ ℂ with |𝑎| = |𝑏| = |𝑐| = 1. We may show that ‖𝐸‖diam is indeed
an upper bound:

1

2

‖‖‖‖𝑎𝐸 + 𝑏𝐸∗
‖‖‖‖diam

⩽
1

2

(
‖‖‖‖𝑎𝐸

‖‖‖‖diam
+
‖‖‖‖𝑏𝐸

∗‖‖‖‖diam

)

=
1

2

(
‖𝐸‖diam + ‖𝐸∗‖diam

)
= ‖𝐸‖diam .

To show that this bound can be achieved, let 𝜆, 𝜇 ∈𝑊(𝐸) be such that |𝜆−𝜇| =
‖𝐸‖diam. If 𝜆 = 𝜇, it follows that𝐸 ∝ 1𝐵(ℋ) , inwhich case the propositionholds.
Otherwise, consider

𝑐 =
𝜆∗ − 𝜇∗

|𝜆 − 𝜇|
,

so that 𝑐𝜆 − 𝑐𝜇 = |𝜆 − 𝜇|. Then 𝑐𝜆 = 𝑝 + 𝑖𝑟 and 𝑐𝜇 = 𝑞 + 𝑖𝑟 for some real
values 𝑝, 𝑞, 𝑟 ∈ ℝ, where furthermore 𝑝 > 𝑞. Hence, by taking closures in the
previous lemma, 𝑝 = Re(𝑐𝜆) and 𝑞 = Re(𝑐𝜇) are both elements of𝑊

(
Re(𝑐𝐸)

)
,

from which it follows that ‖‖‖‖Re(𝑐𝐸)
‖‖‖‖diam

⩾ 𝑝 − 𝑞 = ‖𝐸‖diam . □

Proposition 2.12. The numerical diameter is a seminorm on 𝐵(ℋ), but not a
norm, with ‖𝐸∗‖diam = ‖𝐸‖diam for every 𝐸 ∈ 𝐵(ℋ). Moreover, ‖𝐸‖diam = 0 if
and only if 𝐸 = 𝑐1ℋ for some 𝑐 ∈ ℂ.

Proof. The numerical diameter is not positive definite since, ‖𝑐1ℋ‖diam = 0.
However, it is evidently positive semidefinite and homogeneous, and it satisfies
the triangle inequality:

‖𝐸 + 𝐹‖diam = sup {
|||||||

⟨(𝐸 + 𝐹)𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨(𝐸 + 𝐹)𝑤,𝑤⟩

⟨𝑤,𝑤⟩

|||||||
∶ 𝑣, 𝑤 ∈ℋ, 𝑣, 𝑤 ≠ 0}

⩽ sup {
|||||||

⟨𝐸𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨𝐸𝑤,𝑤⟩

⟨𝑤,𝑤⟩

|||||||

+
|||||||

⟨𝐹𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨𝐹𝑤,𝑤⟩

⟨𝑤,𝑤⟩

|||||||
∶ 𝑣, 𝑤 ∈ℋ, 𝑣, 𝑤 ≠ 0}

⩽ ‖𝐸‖diam + ‖𝐹‖diam .
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The adjoint preserves the numerical identity quite simply since

‖𝐸∗‖diam = sup {
|||||||

⟨𝐸∗𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨𝐸∗𝑤,𝑤⟩

⟨𝑤,𝑤⟩

|||||||
∶ 𝑣, 𝑤 ∈ℋ, 𝑣, 𝑤 ≠ 0}

= sup {
|||||||

⟨𝑣, 𝐸𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨𝑤, 𝐸𝑤⟩

⟨𝑤,𝑤⟩

|||||||
∶ 𝑣, 𝑤 ∈ℋ, 𝑣, 𝑤 ≠ 0}

= sup {

|||||||||

⟨𝐸𝑣, 𝑣⟩

⟨𝑣, 𝑣⟩
−
⟨𝐸𝑤,𝑤⟩

⟨𝑤,𝑤⟩

|||||||||

∶ 𝑣, 𝑤 ∈ℋ, 𝑣, 𝑤 ≠ 0}

= ‖𝐸‖diam .

Lastly, suppose ‖𝐸‖diam = 0. This implies that the numerical range is a single
point, the only convex set with diameter 0. Hence, say𝑊(𝐸) = {𝑐} for 𝑐 ∈ ℂ.
This implies that𝑊(𝐸 − 𝑐1ℋ) = {0} and so

⟨(𝐸 − 𝑐1ℋ)𝑣, 𝑣⟩ = 0, ∀𝑣 ∈ℋ.

Therefore, 𝐸 = 𝑐1ℋ . □

Corollary 2.13. If 𝐸 ∈ 𝐵(ℋ) and 𝑐 ∈ ℂ then

‖𝐸 + 𝑐1ℋ‖diam = ‖𝐸‖diam.

We can use this translation invariance to get some lower bounds of the nu-
merical diameter.

Proposition 2.14. Let 𝐸 ∈ 𝐵(ℋ).
(1) There exists a 𝑐𝐸 ∈ ℂ such that 𝑟(𝐸 − 𝑐𝐸1ℋ) ⩽

1
√
3
‖𝐸‖diam.

(2) For𝐸 self-adjoint, there exists a𝑘𝐸 ∈ ℂ such that ‖𝐸−𝑘𝐸1ℋ‖ =
1

2
‖𝐸‖diam.

(3) For any 𝐸, ‖‖‖‖𝐸 − (𝑘Re(𝐸) + 𝑖 𝑘Im(𝐸))1ℋ
‖‖‖‖ ⩽ ‖𝐸‖diam.

Proof. For the first inequality, Jung’s Theorem [16] gives that every bounded
convex set in the complex plane of diameter 𝑑 lies within (and on the boundary
of) a circle of radius 1

√
3
𝑑. This is an optimal bound as the equilateral triangle of

side length 1 has diameter 1 and circumradius 1
√
3
. In our case, choose a circle of

radius 1
√
3
‖𝐸‖diam centred at 𝑐𝐸 that encircles𝑊(𝐸). Thus, the operator𝐸−𝑐𝐸1ℋ

has numerical range inside a circle of radius 1
√
3
‖𝐸‖diam centred at the origin.

This then gives the desired bound, which is saturated for the diagonal unitary
matrix 𝐸 = 1⊕𝜔⊕ 𝜔2 ∈ 𝑀3(ℂ) for 𝜔 = exp(2𝜋𝑖∕3).
For the second result, where 𝐸 is self-adjoint, define

𝑘𝐸 =
1

2

(
𝜆max(𝐸) + 𝜆min(𝐸)

)
∈ ℝ.

This implies that,

𝜆max(𝐸 − 𝑘𝐸1ℋ) = 𝜆max(𝐸) − 𝑘𝐸 =
1

2

(
𝜆max(𝐸) − 𝜆min(𝐸)

)
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and

𝜆min(𝐸 − 𝑘𝐸1ℋ) = 𝜆min(𝐸) − 𝑘𝐸 = −
1

2

(
𝜆max(𝐸) − 𝜆min(𝐸)

)

Hence,

‖𝐸 − 𝑘𝐸1ℋ‖ = max
{
||||𝜆max(𝐸 − 𝑘𝐸1ℋ)

|||| ,
||||𝜆min(𝐸 − 𝑘𝐸1ℋ)

||||

}

=
1

2
(𝜆max(𝐸) − 𝜆min(𝐸)) =

1

2
‖𝐸‖diam.

Finally, using Proposition 2.11, for any 𝐸 ∈ 𝐵(ℋ) we have
‖‖‖‖𝐸 − (𝑘Re(𝐸) + 𝑖 𝑘Im(𝐸))1ℋ

‖‖‖‖

⩽
‖‖‖‖Re(𝐸) − 𝑘Re(𝐸)1ℋ

‖‖‖‖ +
‖‖‖‖Im(𝐸) − 𝑘Im(𝐸)1ℋ

‖‖‖‖

=
1

2

‖‖‖‖Re(𝐸)
‖‖‖‖diam

+
1

2

‖‖‖‖Im(𝐸)
‖‖‖‖diam

⩽
1

2
‖𝐸‖diam +

1

2
‖𝐸‖diam = ‖𝐸‖diam . □

We prove one final lemma in this section giving a taste of what numerical
diameter calculations are like.

Lemma 2.15. Let 𝐸 ∈ 𝐵(ℋ) be given by 𝐸 = 𝑢𝑣∗, for unit vectors 𝑢, 𝑣 ∈ ℋ.
Then ‖𝐸‖diam = 1.

Proof. Both 𝐸 and 𝐸∗ are 0 when restricted to span{𝑢, 𝑣}⟂ and so without loss
of generality we can just consider the caseℋ = ℂ2.
If 𝑐𝑢 = 𝑣, the result is evident, as then 𝐸 is proportional by a unit scalar to a

rank-1 self-adjoint projection. Otherwise, let 𝑐 ∈ ℂ with |𝑐| = 1, such that 𝑠 =
𝑐𝑣∗𝑢 ∈ [0, 1). Let 𝑤 = 𝑐𝑣, so that 𝑤∗𝑢 = 𝑠: then 𝐹 = 𝑐𝐸 = 𝑢𝑤∗ has the same
numerical diameter as 𝐸. Let 𝑎 = (𝑢 + 𝑤)∕‖𝑢 + 𝑤‖ and 𝑏 = (𝑢 − 𝑤)∕‖𝑢 − 𝑤‖.
Then {𝑎, 𝑏} is an orthonormal basis, and

𝑢 =

√
1

2
(1 + 𝑠) 𝑎 +

√
1

2
(1 − 𝑠) 𝑏, 𝑤 =

√
1

2
(1 + 𝑠) 𝑎 −

√
1

2
(1 − 𝑠) 𝑏.

We may then express 𝐹 as

𝐹 =
1

2
(1 + 𝑠)𝑎𝑎∗ +

√
1

4
(1 − 𝑠2)

[
𝑏𝑎∗ − 𝑎𝑏∗

]
−

1

2
(1 − 𝑠)𝑏𝑏∗.

Consider an arbitrary unit vector 𝑥 = 𝑥1𝑎 + 𝑥2𝑏 ∈ ℂ2. We then have

𝑥∗𝐹𝑥 =
1

2
(1 + 𝑠)|𝑥1|

2 −
1

2
(1 − 𝑠)|𝑥2|

2

which is a convex combination of 1
2
(1 + 𝑠) and − 1

2
(1 − 𝑠), and attains these two

extrema for 𝑥 = 𝑎 and 𝑥 = 𝑏 respectively. Thus, ‖𝐸‖diam = ‖𝐹‖diam = 1. □
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3. Numerical diameters of linear maps
One can apply the notion of numerical diameter to the problem of opera-

tionally distinguishing quantum states on a given system. Consider a UCPmap
Ψ, taken as an action on quantum observables. We may consider an operator
𝐸 with spectrum 𝜎(𝐸) = {±1} to represent an observable, which plays a role in
a procedure to distinguish some pair of states 𝑞 and 𝑞′, essentially playing the
role of a linear classifier, with the spectral diameter representing some notion of
maximum capacity to distinguish pairs of states. In this case, Ψ(𝐸) represents
an observable with a potentially degraded distinguishing capacity, precisely ac-
cording to how much smaller the spectral diameter of Ψ(𝐸) is from 𝐸 itself.
Considering a unital section Φ of Ψ, the degree to which Ψ may diminish the
distinguishing capabaility of such observables, is in inverse proportion to how
much Φ may dilate the spectral diameters of its arguments. This serves as a
practical motivation to consider the induced seminorms.

Definition 3.1. LetΦ ∶ 𝒮→ 𝒮′ be a linear map between operator systems where
𝒮 ≠ ℂ ⋅ 1𝒮. The numerical diameter ‖Φ‖diam ∈ [0,∞] is

‖Φ‖diam = sup {
‖Φ(𝐸)‖diam

‖𝐸‖diam
∶ 𝐸 ∈ 𝒮 and 𝐸 ∉ ℂ ⋅ 1𝒮}

Similarly, the self-adjoint numerical diameter ‖Φ‖sdiam ∈ [0,∞] is

‖Φ‖sdiam = sup {
‖Φ(𝐸)‖diam

‖𝐸‖diam
∶ 𝐸 ∈ 𝒮𝑠𝑎 and 𝐸 ∉ ℂ ⋅ 1𝒮}

In the above definition of ‖Φ‖sdiam, the restriction of the supremum to 𝐸 ∈ 𝒮𝑠𝑎
is significant only if Φ is not self-adjoint:

Proposition 3.2. For Φ ∶ 𝒮 → 𝒮′ a self adjoint map between operator systems,
‖Φ‖diam = ‖Φ‖sdiam .

Proof. Let 𝑥 ∈ 𝒮 with ‖𝑥‖diam ≠ 0, noting that if there is no such 𝑥 then
𝒮 = ℂ1𝒮 and the result is immediate. Now for any 𝑠 ∈ ℂ, we have

Φ
(
Re(𝑠𝑥)

)
= Φ

( 1

2
𝑠𝑥 +

1

2
𝑠∗𝑥∗

)
=

1

2
𝑠Φ(𝑥) +

1

2
𝑠∗Φ(𝑥)∗ = Re

(
𝑠Φ(𝑥)

)
.

Using Proposition 2.11, there is then 𝑐 ∈ ℂ with |𝑐| = 1 such that ‖𝑥‖diam =

‖Re(𝑐𝑥)‖diam, which in particularmaximises the value of ‖Re(𝑠𝑥)‖diam for |𝑠| =
1; and there is 𝑐′ ∈ ℂ with |𝑐′| = 1 such that

‖‖‖‖Φ(𝑥)
‖‖‖‖diam

=
‖‖‖‖Re

(
𝑐′Φ(𝑥)

)‖‖‖‖diam
=

‖‖‖‖Φ
(
Re(𝑐′𝑥)

)‖‖‖‖diam

⩽ ‖Φ‖sdiam ⋅
‖‖‖‖Re(𝑐

′𝑥)
‖‖‖‖diam

⩽ ‖Φ‖sdiam ⋅
‖‖‖‖Re(𝑐𝑥)

‖‖‖‖diam

= ‖Φ‖sdiam ⋅ ‖𝑥‖diam .

Thus, ‖Φ‖diam ⩽ ‖Φ‖sdiam for such amapΦ, with the other inequality following
from the definitions of these quantities for arbitrary maps. □
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The results below show that the induced numerical diameter (whether re-
stricted to self-adjoint arguments or not) tells us interesting things about linear
maps.
There is a natural dichotomy between those maps with finite and infinite

numerical diameter. This depends on what happens to the unit. For the sake
of brevity, we introduce the following terminology:

Definition 3.3. We say that a map Φ ∶ 𝒮 → 𝒮′ between operator systems is
paraunital if there is some 𝑐 ∈ ℂ for which Φ(1𝒮) = 𝑐1𝒮′ .

Theorem 3.4. Let Φ ∶ 𝒮 → 𝒮′ be a bounded linear map between operator sys-
tems such that 𝒮 ≠ ℂ ⋅ 1𝒮. The following are equivalent:

(1) Φ is paraunital;
(2) ‖Φ‖diam <∞;
(3) ‖Φ‖sdiam <∞.

Furthermore, if Φ is paraunital, then ‖Φ‖diam ⩽ 2‖Φ‖ and ‖Φ‖sdiam ⩽ ‖Φ‖.

Proof. Suppose Φ is not paraunital, that is ‖Φ(1𝒮)‖diam > 0. Let 𝐸 ∈ 𝒮𝑠𝑎 be
independent of 1𝒮, for which ‖Φ(𝐸)‖diam > 0. Note that if no such 𝐸 existed,
there would exist 𝑐, 𝑑 ∈ ℂ such that

Φ(1𝒮) = Φ(𝐸) + Φ(1𝒮 − 𝐸) = 𝑐1𝒮′ + 𝑑1𝒮′ ,

a contradiction. Let 𝛼 = ‖Φ(𝐸)‖diam
/
‖Φ(1𝒮)‖diam > 0. Then

‖Φ‖diam ⩾ ‖Φ‖sdiam ⩾ lim
𝑛→∞

‖Φ(1𝒮 +
1

𝑛
𝐸)‖diam

‖1𝒮 +
1

𝑛
𝐸‖diam

= lim
𝑛→∞

‖Φ(1𝒮) +
1

𝑛
Φ(𝐸)‖diam

1

𝑛
‖𝐸‖diam

⩾ lim
𝑛→∞

|||||
‖Φ(1𝒮)‖diam −

1

𝑛
‖Φ(𝐸)‖diam

|||||
1

𝑛
‖𝐸‖diam

= lim
𝑛→∞

|||||
(𝑛 − 𝛼) ‖Φ(1𝒮)‖diam

|||||

‖𝐸‖diam

= lim
𝑛→∞

|𝑛 − 𝛼|
‖Φ(1𝒮)‖diam

‖𝐸‖diam
= ∞,

where the the second inequality follows from the properties of the seminorm.
Conversely, let Φ(1𝒮) = 𝑐1𝒮′ for 𝑐 ∈ ℂ. Suppose 𝐸 ∈ 𝒮 with ‖𝐸‖diam = 1. By

Proposition 2.14 there exist 𝑘Re𝐸 , 𝑘Im𝐸 ∈ ℝ such that

‖𝐸 − (𝑘Re𝐸 + 𝑖 𝑘Im𝐸)1𝒮‖ ⩽ ‖𝐸‖diam = 1 .
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Hence, by letting 𝑘 = 𝑘Re𝐸 + 𝑖 𝑘Im𝐸

‖Φ(𝐸)‖diam

‖𝐸‖diam
= ‖Φ(𝐸)‖diam

= ‖Φ(𝐸) − 𝑐𝑘1𝒮′‖diam

= ‖Φ(𝐸 − 𝑘1𝒮)‖diam

⩽ 2‖Φ(𝐸 − 𝑘1𝒮)‖

⩽ 2‖Φ‖‖𝐸 − 𝑘1𝒮‖ ⩽ 2‖Φ‖.

Therefore, if Φ is paraunital then ‖Φ‖diam ⩽ 2‖Φ‖ <∞.
Lastly, if 𝐸 is self-adjoint then Proposition 2.14 gives that there exists 𝑘 =

𝑘𝐸 ∈ ℝ such that ‖𝐸 − 𝑘1𝒮‖ =
1

2
‖𝐸‖diam =

1

2
. Inserting this into the above

sequence of inequalities yields that if Φ is paraunital then ‖Φ‖sdiam ⩽ ‖Φ‖ <

∞. □

The following example shows that the numerical diameter can indeed be
strictly bigger than the norm.

Example 3.5. Let Φ ∶ 𝑀2(ℂ)→ 𝑀2(ℂ) be defined as

Φ ([
𝑎 𝑏

𝑐 𝑑
]) =

⎡
⎢
⎢

⎣

1
√
2
(𝑎 + 𝑏) 0

0
1
√
2
(𝑑 − 𝑏)

⎤
⎥
⎥

⎦

.

∙ If
‖‖‖‖‖‖‖
[
𝑎 𝑏

𝑐 𝑑
]
‖‖‖‖‖‖‖
= 1, then

||||||

1
√
2
(𝑎 + 𝑏)

||||||

2

⩽
1

2

(
|𝑎|2 + |𝑏|2 + 2

||||Re(�̄�𝑏)
||||

)
⩽ 1.

Witha similar calculation, wemay see that
‖‖‖‖‖‖‖‖
Φ([

𝑎 𝑏

𝑐 𝑑
])

‖‖‖‖‖‖‖‖
⩽ 1, with equal-

ity for the matrix [1 𝑖

0 0
].

∙ By contrast: by Lemma 2.15, we have
‖‖‖‖‖‖‖
[
0 1

0 0
]
‖‖‖‖‖‖‖diam

= 1 , and

‖‖‖‖‖‖‖
Φ ([

0 1

0 0
])
‖‖‖‖‖‖‖diam

=

‖‖‖‖‖‖‖‖‖‖‖‖

⎡
⎢
⎢

⎣

1
√
2

0

0 −
1
√
2

⎤
⎥
⎥

⎦

‖‖‖‖‖‖‖‖‖‖‖‖diam

=
√
2 .

Therefore, Φ is a paraunital linear map with ‖Φ‖ = 1 <
√
2 ⩽ ‖Φ‖diam.

The theorem above singles out the paraunital maps as the ones to which the
numerical diameter is a property of interest. In particular,
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Proposition 3.6. Both ‖ ⋅‖diam and ‖ ⋅‖sdiam are seminorms on paraunital maps
between two fixed operator systems, but are not norms. In particular: forΦ ∶ 𝒮→

𝒮′ we have ‖Φ‖diam = 0 if and only if there exists a linear functional 𝜑 ∶ 𝒮 → ℂ

such that Φ = 𝜑 ⋅ 1𝒮′ . Furthermore, ‖Φ‖sdiam = 0 if and only if ‖Φ‖diam = 0.

Proof. The numerical diameter is evidently real-valued, positive semidefinite,
and homogeneous. It also satisfies the triangle inequality:

‖Φ + Ψ‖diam = sup
𝐸∈𝒮⧵ℂ⋅1𝒮

‖Φ(𝐸) + Ψ(𝐸)‖diam

‖𝐸‖diam

⩽ sup
𝐸∈𝒮⧵ℂ⋅1𝒮

‖Φ(𝐸)‖diam

‖𝐸‖diam
+ sup

𝐹∈𝒮⧵ℂ⋅1𝒮

‖Ψ(𝐹)‖diam

‖𝐹‖diam

= ‖Φ‖diam + ‖Ψ‖diam .

The restriction to the self-adjoint operators is a seminorm for exactly the same
reasons.
Now, supposeΦ = 𝜑 ⋅1𝒮′ for some linear functional 𝜑. This then implies that

‖Φ(𝐸)‖diam = ‖𝜑(𝐸) ⋅ 1𝒮′‖diam = |𝜑(𝐸)| ⋅ ‖1𝒮′‖diam = 0.

That is ‖Φ‖diam = 0. Conversely, suppose ‖Φ‖diam = 0. For every 𝐸 ∈ 𝒮 one
has ‖Φ(𝐸)‖diam = 0 and so by Proposition 2.12 there exists a scalar 𝑐𝐸 ∈ ℂ such
that Φ(𝐸) = 𝑐𝐸1𝒮′ . It is straightforward to conclude that 𝜑 ∶ 𝒮 → ℂ defined by
𝜑(𝐸) = 𝑐𝐸 is the required linear functional.
Lastly, suppose 𝒮 is an operator system. Suppose ‖Φ‖sdiam = 0. Then for any

𝐸 ∈ 𝒮, we have
‖‖‖‖Φ(𝐸)

‖‖‖‖diam
⩽

‖‖‖‖Φ
(
Re(𝐸)

)‖‖‖‖diam
+

‖‖‖‖Φ
(
Im(𝐸)

)‖‖‖‖diam
= 0

since Re(𝐸), Im(𝐸) ∈ 𝒮𝑠𝑎. The converse follows from the definitions. □

Lemma 3.7. The numerical diameter is submultiplicative with respect to com-
position of paraunital maps. In particular, if Φ ∶ 𝒮 → 𝒮′ and Ψ ∶ 𝒮′ → 𝒮′′ are
linear paraunital maps between operator systems then

‖Ψ◦Φ‖diam ⩽ ‖Ψ‖diam‖Φ‖diam.

Moreover, The self-adjoint numerical diameter is submultiplicative with respect to
composition of paraunital self-adjoint maps between operator systems.

Proof. If ‖Ψ◦Φ‖diam > 0 then there exists𝐸 ∈ 𝒮⧵ℂ⋅1𝒮 such that ‖Ψ◦Φ(𝐸)‖diam
> 0. If it was the case that ‖Φ(𝐸)‖diam = 0 then there exists 𝑐 ∈ ℂ such that
Φ(𝐸) = 𝑐1𝒮′ , which gives that for some 𝑑 ∈ ℂ

‖Ψ◦Φ(𝐸)‖diam = ‖Ψ(𝑐1𝒮′)‖diam = ‖𝑐𝑑1𝒮′′‖diam = 0,

a contradiction. Thus, ‖Φ(𝐸)‖diam > 0 and

‖Ψ◦Φ(𝐸)‖diam

‖𝐸‖diam
=

‖Ψ◦Φ(𝐸)‖diam

‖Φ(𝐸)‖diam

‖Φ(𝐸)‖diam

‖𝐸‖diam
⩽ ‖Ψ‖diam‖Φ‖diam.
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The self-adjoint numerical diameter argument follows identically for self-
adjoint maps. □

One can extend these results to some cases of non-paraunital maps but there
will be problems when composing 0 and∞ numerical diameter maps.
In the application of numerical diameters of linear maps, to the question

of procedures to distinguish pairs of quantum states, we should consider the
possibility thatΦmay represent a section of the evolution on only one part, of a
composite quantum system on which the observable 𝐸 is supported. We might
then ask whether the numerical diameter is stable under tensor product with
identity maps: that is, for unital Φ, whether ‖Φ ⊗ id𝑛‖diam= ‖Φ‖diam for any
finite-dimensional Hilbert space ℂ𝑛. This framework has been used to study
super-operators and the Schatten p-norms [25]. In analogy to the completely
bounded norm, we may define:

Definition 3.8. For a paraunital mapΦ ∶ 𝒮→ 𝒮′ between operator systems, the
completely bounded numerical diameter of Φ is given by

‖Φ‖cb−diam = sup
𝑛

‖Φ⊗ id𝑛‖diam ,

taking the supremum over all finite-dimensional Hilbert spacesℂ𝑛. Similarly, the
completely bounded self-adjoint numerical diameter is defined to be

‖Φ‖cb−sdiam = sup
𝑛

‖Φ⊗ id𝑛‖sdiam.

Theorem 3.9. For paraunital linear maps between two fixed operator systems,
‖⋅‖cb−sdiam and ‖⋅‖cb−diam are norms.

Proof. That the completely boundednumerical diameter is homogeneous, pos-
itive semidefinite, and satisfies the triangle inequality all follow from Proposi-
tion 3.6. We show that the completely bounded numerical diameter is in fact
definite. IfΦ is non-zero, let 𝐹 be such thatΦ(𝐹) ≠ 0, and consider 𝐺 ≠ 𝑐1𝑛 for
any 𝑛 > 1. For 𝐸 = 𝐹 ⊗ 𝐺, we then have

(Φ⊗ id𝑛)(𝐸) = Φ(𝐹)⊗𝐺

which is not proportional to the identity, and in particular non-zero. It follows
that ‖Φ(𝐹)⊗𝐺‖diam > 0, so that ‖Φ‖cb−diam > 0. Similar remarks apply to
the completely bounded self-adjoint numerical diameter by choosing 𝐹 and 𝐺
self-adjoint. □

We can strengthen this observation, by describing how these norms relate to
the completely bounded norm.

Theorem 3.10. Let Φ ∶ 𝒮 → 𝒮′ be a paraunital map between operator systems.
Then:

(i) 1

2
‖Φ‖ ⩽ ‖Φ⊗ id4‖sdiam ⩽ ‖Φ⊗ id4‖diam ∶ in particular,

1

2
‖Φ‖cb ⩽ ‖Φ‖cb−sdiam ⩽ ‖Φ‖cb and 1

2
‖Φ‖cb ⩽ ‖Φ‖cb−diam ⩽ 2‖Φ‖cb.
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(ii) IfΦ is self-adjoint then ‖Φ‖ ⩽ ‖Φ⊗id4‖sdiam = ‖Φ⊗id4‖diam : in particular,

‖Φ‖cb = ‖Φ‖cb−sdiam = ‖Φ‖cb−diam.

Proof. Let 𝐸 ∈ 𝒮 be self-adjoint. Then 𝐸 ⊕ (−𝐸) ∈ 𝑀2(𝒮) has symmetric
spectrum around the origin. Hence,

‖𝐸 ⊕ (−𝐸)‖diam = 2‖𝐸 ⊕ (−𝐸)‖ = 2‖𝐸‖.

This implies that for a general 𝐸 ∈ 𝒮

2‖𝐸‖ ⩽ 2
‖‖‖‖Re(𝐸)

‖‖‖‖ + 2
‖‖‖‖Im(𝐸)

‖‖‖‖

=
‖‖‖‖Re(𝐸)⊕

(
− Re(𝐸)

)‖‖‖‖diam
+

‖‖‖‖Im(𝐸)⊕
(
− Im(𝐸)

)‖‖‖‖diam

=
‖‖‖‖Re(𝐸 ⊕ (−𝐸))

‖‖‖‖diam
+

‖‖‖‖Im(𝐸 ⊕ (−𝐸))
‖‖‖‖diam

⩽ 2
‖‖‖‖𝐸 ⊕ (−𝐸)

‖‖‖‖diam

Now to the main argument, first calculate

‖Φ⊗ id2‖sdiam ⩾ sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

‖‖‖‖(Φ⊗ id2)
(
𝐸 ⊕ (−𝐸)

)‖‖‖‖diam
‖‖‖‖𝐸 ⊕ (−𝐸)

‖‖‖‖diam

= sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

‖‖‖‖Φ(𝐸)⊕
[
−Φ(𝐸)

]‖‖‖‖diam
‖‖‖‖𝐸 ⊕ (−𝐸)

‖‖‖‖diam

⩾ sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

‖‖‖‖Φ(𝐸)
‖‖‖‖

2
‖‖‖‖𝐸 ⊕ (−𝐸)

‖‖‖‖

⩾ sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

‖‖‖‖Φ(𝐸)
‖‖‖‖

2
‖‖‖‖𝐸
‖‖‖‖

,

where the numerator inequality of the second last step is given by the first argu-
ment of this proof and the denominator inequality is given by Proposition 2.9.
Next, we have

sup
𝐸∈𝑀2(𝒮)𝑠𝑎 ,𝐸≠0

‖(Φ⊗ id2)(𝐸)‖

‖𝐸‖
⩾ sup

𝐴∈𝒮,𝐴≠0

‖‖‖‖‖‖‖
(Φ⊗ id2) ([

0 𝐴

𝐴∗ 0
])
‖‖‖‖‖‖‖

‖‖‖‖‖‖‖
[
0 𝐴

𝐴∗ 0
]
‖‖‖‖‖‖‖

= sup
𝐴∈𝒮,𝐴≠0

max{Φ(𝐴),Φ(𝐴∗)}

‖𝐴‖
= ‖Φ‖.

Combining these two step yields 1

2
‖Φ‖ ⩽ ‖Φ ⊗ id4‖sdiam by replacing Φ with

Φ⊗ id2 in the first set of calculations. Combining this with Theorem 3.4 gives
for any 𝑛 ∈ ℕ

1

2
‖Φ⊗ id𝑛 ‖ ⩽ ‖Φ⊗ id4𝑛‖diam ⩽ 2‖Φ⊗ id4𝑛‖ and

1

2
‖Φ⊗ id𝑛 ‖ ⩽ ‖Φ⊗ id4𝑛‖sdiam ⩽ ‖Φ⊗ id4𝑛‖ .
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This proves part (i). For (ii), we add the further assumption that Φ is self-
adjoint, and obtain

‖Φ⊗ id2‖sdiam ⩾ sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

‖‖‖‖(Φ⊗ id2)
(
𝐸 ⊕ (−𝐸)

)‖‖‖‖diam
‖‖‖‖𝐸 ⊕ (−𝐸)

‖‖‖‖diam

= sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

‖‖‖‖Φ(𝐸)⊕
[
−Φ(𝐸)

]‖‖‖‖diam
‖‖‖‖𝐸 ⊕ (−𝐸)

‖‖‖‖diam

⩾ sup
𝐸∈𝒮𝑠𝑎 ,𝐸≠0

2
‖‖‖‖Φ(𝐸)

‖‖‖‖

2
‖‖‖‖𝐸
‖‖‖‖

sinceΦ(𝐸)⊕
[
−Φ(𝐸)

]
is self-adjoint, which allows us to use the very first equal-

ity of this proof. Thus, ‖Φ‖ ⩽ ‖Φ⊗ id4‖sdiam, which by Proposition 3.2 is also
equal to ‖Φ⊗id4‖diam. Therefore, using the upper bounds of the general version
yields the last required result. □

Note that the (completely bounded) self-adjoint numerical diameter can in
fact be strictly smaller than the (completely bounded) norm, for non-self-adjoint
maps. This is seen in the following example.

Example 3.11. Consider the map Φ(ℂ) ∶ 𝑀2 → 𝑀2(ℂ) defined by

Φ ([
𝑎 𝑏

𝑐 𝑑
]) = [

0 𝑏

0 0
] .

Consider the analogous map Φ𝑛 ∶ 𝑀2(𝑀𝑛(ℂ))→ 𝑀2(𝑀𝑛(ℂ)) defined by

Φ𝑛 ([
𝐴 𝐵

𝐶 𝐷
]) = [

0 𝐵

0 0
] ∶

observe that there exists a permutation 𝑃𝑛 ∈ 𝑀2𝑛(ℂ), called the canonical shuffle,
which defines an isometry𝑈(𝐸) = 𝑃∗𝑛𝐸𝑃𝑛 such that

𝑈◦(Φ⊗ id𝑛) = Φ𝑛 .

It follows that ‖Φ‖ = ‖Φ‖cb = 1.
To contrast, we may show that ‖Φ‖cb−sdiam < 1. Consider a self-adjoint matrix

𝐸 = [
𝐴 𝐵

𝐵∗ 𝐷
] ∈ 𝑀2(𝑀𝑛(ℂ)).

Without affecting ‖𝐸‖diam , wemay restrict our interest to the case 𝜆𝑚𝑖𝑛(𝐸) = 0 (so
that 𝐸 ⩾ 0), as we may otherwise consider the operator 𝐸′ = 𝐸 − 𝜆min(𝐸) ⋅ 12𝑛.
From 𝐸 ⩾ 0, it follows that for 𝑥, 𝑦 ∈ ℂ𝑛, we have

0 ⩽ [
𝑥 0

0 𝑦
]

∗

𝐸 [
𝑥 0

0 𝑦
] = [

𝑥∗𝐴𝑥 𝑥∗𝐵𝑦

𝑦∗𝐵∗𝑥 𝑦∗𝐷𝑦
] ∈ 𝑀2(ℂ).
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The non-negativity of the determinant gives that |𝑥∗𝐵𝑦|2 ⩽ (𝑥∗𝐴𝑥)(𝑦∗𝐷𝑦), which
in turn implies that |𝑥∗𝐵𝑦| ⩽ 𝑥∗𝐴𝑥+𝑦∗𝐷𝑦. If we consider unit vectors 𝑥, 𝑦 ∈ ℂ𝑛

for which 𝑥∗𝐵𝑦 = ‖𝐵‖, we obtain
⟨

𝐸 [
𝑥

𝑦
] , [

𝑥

𝑦
]

⟩

= 𝑥∗𝐴𝑥 + 𝑥∗𝐵𝑦 + 𝑦∗𝐵∗𝑥 + 𝑦∗𝐷𝑦 ⩾ 4‖𝐵‖.

As the norm of the block vector above is
√
2, it follows that 2‖𝐵‖ ∈𝑊(𝐸). We also

assumed that 0 ∈ 𝑊(𝐸) and so ‖𝐸‖diam ⩾ 2‖𝐵‖. On the other hand, extending
the proof of Lemma 2.15 to block matrices gives us

𝑊(Φ𝑛(𝐸)) = 𝑊 ([
0 𝐵

0 0
]) =

{
𝑧 ∈ ℂ ∶ |𝑧| ⩽

1

2
‖𝐵‖

}

This gives that ‖Φ𝑛(𝐸)‖diam = ‖𝐵‖ and so ‖Φ𝑛‖sdiam ⩽ 1∕2. Considering 𝐸 =

[
0 𝐼

𝐼 0
] as an argument to Φ, we may see that this bound holds with equality. As

unitary similarity doesn’t change numerical diameters,

‖Φ‖sdiam = ‖Φ‖cb−sdiam = 1∕2 < 1 = ‖Φ‖ = ‖Φ‖cb.

This gives us the following conclusion:

Theorem 3.12. For paraunital linear maps between fixed operator systems, ‖ ⋅
‖cb−diam, ‖ ⋅ ‖cb−sdiam, and ‖ ⋅ ‖cb are all comparable yet distinct norms, but which
coincide on self-adjoint maps.

Proof. The previous theorem gives the comparability of the norms and the pre-
vious example demonstrated that ‖Φ‖cb−sdiam can be strictly smaller than ‖Φ‖cb.
Now consider the map Φ of Example 3.5: as it maps into a commutative C∗-

algebra, we can apply [20, Theorem 3.9], that the cb-norm of Φ is not larger
than its operator norm. Then

‖Φ‖cb−sdiam ⩽ ‖Φ‖cb = ‖Φ‖ = 1 <
√
2 ⩽ ‖Φ‖diam ⩽ ‖Φ‖cb−diam .

Therefore, all three norms are distinct. The statement regarding the application
of these norms to self-adjoint paraunital maps immediately follows from The-
orem 3.10 and from the definition of the self-adjoint numerical diameter. □

An important consequence of Theorem 3.10 is that we now have examples of
linear maps whose completely bounded numerical diameter is strictly greater
than its numerical diameter and this can be achievedwithout having to actually
calculate any specific diameters.

Example 3.13. Consider the transpose map Φ ∶ 𝑀𝑛(ℂ) → 𝑀𝑛(ℂ), Φ(𝐴) = 𝐴𝑇 .
Since ‖𝐴𝑇‖diam = ‖𝐴‖, because𝑊(𝐴𝑇) = 𝑊(𝐴), then ‖Φ‖diam = 1 = ‖Φ‖. It
is a well-known result of Tomiyama [24] that ‖Φ‖cb = 𝑛. Therefore, the previous
theorem gives us that ‖Φ‖cb−diam ⩾ ‖Φ‖cb = 𝑛 > 1 = ‖Φ‖diam.
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4. Unital (completely) positive maps and their sections
Among the paraunital maps, we are most interested in maps which are ac-

tually unital, and specifically with those which are either completely positive
(‘ucp’ maps), or which are (bounded) sections (i.e., right-inverses) of ucp maps.
It is clear that results on unital maps will often yield related results for parauni-
tal maps; belowwe describe how, for injective paraunital mapsΦ, and for maps
Φ whose null-space is spanned by 1, we may to an extent reduce properties of
the numerical diameter to the case of maps Φ̃which are unital completely pos-
itive maps, or sections of such maps.

4.1. Preliminaries on (completely bounded) expansive maps. It is good
to first look at what is and is not possible for unital positive maps.

Proposition 4.1 (Corollary 2.8, Proposition 2.11 [20]). Let Φ ∶ 𝒮 → 𝒮′ be a
unital linear map between operator systems. If Φ is contractive then it is positive.
Moreover, if 𝒮 is a C∗-algebra and Φ is positive then it is contractive.

Definition 4.2. Suppose Φ ∶ 𝒮 → 𝒮′ is a linear map between operator systems.
We say Φ is expansive if ‖Φ(𝐴)‖ ⩾ ‖𝐴‖ for every 𝐴 ∈ 𝒮. Moreover, we say Φ is
completely expansive if Φ⊗ id𝑛 is expansive on 𝒮⊗𝑀𝑛(ℂ) for every 𝑛 ∈ ℕ.

Proposition 4.3. Let Φ ∶ 𝒮 → 𝔅 be a unital bounded map from an operator
system to a C∗-algebra. If Φ is the section of a positive map then it is expansive.

Proof. If Φ is the section of a positive map Ψ ∶ 𝔅→ 𝒮, then Ψ is itself a unital
map, and so is contractive by the Proposition 4.1. For any 𝐸 ∈ 𝒮 with ‖𝐸‖ = 1,
let �̃� = 𝐸∕‖Φ(𝐸)‖, and 𝐹 = Φ(�̃�). By construction, we have ‖𝐹‖ = 1, so that

1

‖Φ(𝐸)‖
= ‖�̃�‖ = ‖Ψ(𝐹)‖ ⩽ 1 ,

so that ‖Φ(𝐸)‖ ⩾ 1. □

There is no converse to the previous proposition in general. To see this, sup-
pose one has a unital bounded expansive map. Then, it is injective and its in-
verse on the range operator systemwill be unital and contractive, and therefore
positive by Proposition 4.1. However, unital positive maps on operator systems
need not extend to positive maps on the whole algebra. There are a number
of examples of this failure of extension. Below we see an example of this in
matrices.

Example 4.4 (Paulsen [21]). Consider the operator system

𝒮 = {[
𝑎𝐼2 𝐵

𝐶 𝑑𝐼2
] ∶ 𝑎, 𝑑 ∈ ℂ, 𝐵, 𝐶 ∈ 𝑀2(ℂ)} ⊆ 𝑀4(ℂ)

and consider the map Φ ∶ 𝒮→ 𝑀4(ℂ) defined by

Φ ([
𝑎𝐼2 𝐵

𝐶 𝑑𝐼2
]) = [

𝑎𝐼2 𝐵𝑇

𝐶𝑇 𝑑𝐼2
] .
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Any nondiagonal positive element of 𝒮must have 𝑎, 𝑑 > 0. Hence,

[
𝑎𝐼2 𝐵

𝐵∗ 𝑑𝐼2
] ⩾ 0 ⟺

⎡
⎢

⎣

𝐼2
1

𝑎
𝐵

1

𝑎
𝐵∗

𝑑

𝑎
𝐼2

⎤
⎥

⎦

⩾ 0

⟺
1

𝑎2
𝐵∗𝐵 ⩽

𝑑

𝑎
𝐼2 , by [20, Lemma 3.1]

⟺ ‖𝐵𝑇‖ = ‖𝐵‖ ⩽
√
𝑎𝑑

⟺
1

𝑎2
(𝐵𝑇)∗𝐵𝑇 ⩽

𝑑

𝑎
𝐼2

⟺ Φ ([
𝑎𝐼2 𝐵

𝐵∗ 𝑑𝐼2
]) = [

𝑎𝐼2 𝐵𝑇

(𝐵∗)𝑇 𝑑𝐼2
] ⩾ 0 .

Thus, Φ is unital and positive. Suppose that Φ had a positive extension to all of
𝑀4(ℂ). We may calculate:

𝒮 ∋ [
𝐼2 0

0 0
] = Φ ([

𝐼2 0

0 0
]) = Φ ([

𝐸1,1 0

0 0
]) + Φ ([

𝐸2,2 0

0 0
])

= [
𝑋1 𝑌1
𝑌∗
1

𝑍1
] + [

𝑋2 𝑌2
𝑌∗
2

𝑍2
]

with both of these lattermatrices positive. Thismeans that𝑍1 = −𝑍2 and𝑍1, 𝑍2 ⩾
0 which implies that 𝑍1 = 𝑍2 = 0 and 𝑌1 = 𝑌2 = 0. Hence,

Φ ([
𝐸1,1 𝐸1,1
𝐸1,1 𝐼2

]) = [
𝑋1 𝐸1,1
𝐸1,1 𝐼2

] ⩾ 0 and

Φ ([
𝐸2,2 𝐸2,1
𝐸1,2 𝐼2

]) = [
𝑋2 𝐸1,2
𝐸2,1 𝐼2

] ⩾ 0

since the matrix outside of the upper left-hand corner is in 𝒮. This implies that

𝐸1,1𝑋1𝐸1,1, 𝐸1,1𝑋2𝐸1,1 ⩾ 1

and so
1 = 𝐸1,1𝐼2𝐸1,1 = 𝐸1,1𝑋1𝐸1,1 + 𝐸1,1𝑋2𝐸1,1 ⩾ 2

a contradiction. Therefore,Φ is a unital positive linear map of an operator system
that does not extend to a positive map on a C∗-algebra.

We now repeat the previous discussion, but in the completely positive con-
text, since the complete structure is very powerful. In particular, the assump-
tion about mapping into a C∗-algebra can be weakened.

Proposition 4.5. Let Φ ∶ 𝒮 → 𝒮′ be a unital linear map between operator
systems. Then Φ is completely positive if and only if it is completely contractive
(‖Φ‖cb = 1). Moreover, if it is the completely bounded section of a completely
positive map then it is completely expansive.
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Proof. The first statement is [20, Proposition 3.5-3.6]. The second statement
follows from adjusting the proof of Proposition 4.3 to this complete context. □

Proposition 4.6. Let Φ ∶ 𝐵(ℋ) → 𝒮′ be a unital completely bounded linear
map into an operator system. If Φ is completely expansive then it is the section of
a completely positive map.

Proof. First, concretely embed𝒮′ ⊆ 𝐵(ℋ′). SupposeΦ is completely expansive
which gives that it is injective. Let 𝒯′ = Φ(𝐵(ℋ)) ⊆ 𝒮′, an operator system.
Define 𝜓 ∶ 𝒯′ → 𝐵(ℋ) to be the inverse of Φ. It is immediate that 𝜓 is unital
and completely contractive which means that it extends to a unital completely
positive map Ψ on all of 𝐵(ℋ′) by Arveson’s Extension Theorem. Therefore, Φ
is a section of this Ψ|𝒮′ . □

We are really only interested in sections of unital positive maps, that are
themselves unital, and self-adjoint. These properties are not automatic, as for
instance Φ ∶ ℂ→ 𝑀2(ℂ) defined by

Φ(𝑥) = [
2𝑥 𝑥

0 0
]

is neither unital or self-adjoint but is a section of the normalized trace which is
unital and positive.

4.2. Diameters of bounded sections ofunital positivemaps. We turnnow
to a discussion of the numerical diameter under unital positive maps and their
bounded sections, with an aim to characterise isometries.
As positive maps Ψ are self-adjoint, we have ‖Ψ‖sdiam = ‖Ψ‖diam by Propo-

sition 3.2 in this case; and similarly for any self-adjoint section that Ψ admits.
We make use of this relationship without further comment for the remainder
of this Section.

Proposition 4.7. LetΦ ∶ 𝒮→ 𝒮′ be a unital (completely) boundedmap between
operator systems such thatdim𝒮 > 1. IfΦ is positive, then ‖Φ‖diam ⩽ 1. Moreover,
if Φ is completely positive then ‖Φ‖cb−diam ⩽ 1.

Proof. First assume Φ is positive. Concretely, and non-degenerately, embed
𝒮 ⊆ 𝐵(ℋ) and 𝒮′ ⊆ 𝐵(ℋ′).
Let 𝐸 ∈ 𝒮 such that it is not a scalar multiple of the identity. By definition,

for each 𝑧 ∈ 𝑊(Φ(𝐸)) there is a state 𝑓 of 𝐶∗(1ℋ ,Φ(𝐸)) such that 𝑓(Φ(𝐸)) =
𝑧. This implies that on span {1ℋ′ ,Φ(𝐸),Φ(𝐸)∗} we have that 𝑓 is unital and
positive . Hence, 𝑓◦Φ is unital and positive on {1ℋ , 𝐸, 𝐸∗} and so completely
positive [20, Proposition 3.8]. This extends to a ucp map 𝑔 on all of 𝐶∗(1ℋ , 𝐸)
by Arveson’s Extension Theorem. Thus, 𝑔 is a state and 𝑧 = 𝑓◦Φ(𝐸) = 𝑔(𝐸) ∈

𝑊(𝐸).
We have therefore proven 𝑊(Φ(𝐸)) ⊆ 𝑊(𝐸). The first result follows from

this, and the second result follows by considering Φ ⊗ id𝑛 for arbitrary 𝑛 >

1. □
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To illustrate the differences of Proposition 4.1 and the previous proposition
consider the following example.

Example 4.8. Let 𝒮 = span{1, 𝑧, �̄�} ⊆ 𝐶(𝕋) and define Φ ∶ 𝒮→ 𝑀2(ℂ) by

Φ(𝑎 + 𝑏𝑧 + 𝑐�̄�) = [
𝑎 2𝑏

2𝑐 𝑎
] .

It can be shown that Φ is unital and positive but not contractive [20, Example
2.2], in particular ‖Φ‖ = 2. However, by the last proposition, Φ is still contractive
with respect to the numerical diameter. In particular,𝑊(𝑧) is the convex hull of
𝜎(𝑧) = 𝕋 and so

𝑊 ([
0 2

0 0
]) = {2𝑦�̄� ∶ |𝑥|2 + |𝑦|2 = 1} = 𝔻 =𝑊(𝑧).

Corollary 4.9. If Φ ∶ 𝒮 → 𝒮′, dim𝒮 > 1, is a bounded section of a unital
(completely) positive linear map, then Φ is (completely) expansive with respect to
‖ ⋅ ‖diam.

We can get a little finer detail by adding the assumption that the map is self-
adjoint.

Proposition 4.10. Let Φ ∶ 𝒮 → 𝒮′, dim𝒮 > 1, be a unital self-adjoint bounded
section of a unital positive map between operator systems, concretely embedded in
𝐵(ℋ) and 𝐵(ℋ′) respectively. Then for all self-adjoint 𝐴 ∈ 𝒮,

𝜆min
(
Φ(𝐴)

)
⩽ 𝜆min(𝐴) ⩽ 𝜆max(𝐴) ⩽ 𝜆max(Φ(𝐴)).

Proof. LetΨ ∶ 𝒮′ → 𝒮 be a unital positivemap forwhichΦ is a section. Let𝐴 ∈

𝒮 be self-adjoint and 𝐸 = 𝐴 − 𝜆min(𝐴)1𝒮. Then 𝜆min(𝐸) = 0. If 𝜆min(Φ(𝐸)) > 0

then Φ(𝐸) − 𝜆min(Φ(𝐸))1𝔅 is a positive operator but

𝜆min

(
Ψ
(
Φ(𝐸) − 𝜆min(Φ(𝐸))1𝔅

))
= 𝜆min(𝐸 − 𝜆min(Φ(𝐸))1𝒮) < 0

which contradicts the positivity of Ψ. Hence, 𝜆min(Φ(𝐸)) < 0 = 𝜆min(𝐸) and so

𝜆min(Φ(𝐴)) = 𝜆min(Φ(𝐸 + 𝜆min(𝐴)1𝒮))

= 𝜆min(Φ(𝐸)) + 𝜆min(𝐴)

⩽ 𝜆min(𝐴) .

Lastly,
𝜆max(𝐴) = −𝜆min(−𝐴) ⩽ −𝜆min(−Φ(𝐴)) = 𝜆max(Φ(𝐴)) . □

Proposition 4.11. Let Φ ∶ 𝒮 → 𝒮′ be a unital self-adjoint section of a unital
positive map between operator systems. Then

‖Φ‖sdiam ⩽
‖‖‖‖Φ

||||𝒮𝑠𝑎

‖‖‖‖ ⩽ 2‖Φ‖sdiam − 1

and
1 ⩽ ‖Φ‖sdiam ⩽ ‖Φ‖ ⩽ 4‖Φ‖sdiam − 2 .
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Proof. Let ‖Φ‖sdiam = 1+𝜀, for 𝜀 ⩾ 0, since we knowΦ is expansive. For𝐴 ∈ 𝒮

self-adjoint with ‖𝐴‖diam = 1 we know by the previous proposition that

𝜆min
(
Φ(𝐴)

)
⩽ 𝜆min(𝐴) ⩽ 𝜆max(𝐴) ⩽ 𝜆max(Φ(𝐴)) .

Since 𝜆max(𝐴) − 𝜆min(𝐴) = 1 and 𝜆max(Φ(𝐴)) − 𝜆min(Φ(𝐴)) ⩽ 1 + 𝜀 then
𝜆min(𝐴) − 𝜀 ⩽ 𝜆min(Φ(𝐴)) and 𝜆max(Φ(𝐴)) ⩽ 𝜆max(𝐴) + 𝜀 .

Thus,
‖Φ(𝐴)‖ = max{𝜆max(Φ(𝐴)),−𝜆min(Φ(𝐴))}

⩽ max{𝜆max(𝐴) + 𝜀,−𝜆min(𝐴) + 𝜀} = ‖𝐴‖ + 𝜀

which implies
‖Φ(𝐴)‖

‖𝐴‖
⩽ 1 +

𝜀

‖𝐴‖
⩽ 1 + 2𝜀

since 1

2
⩽ ‖𝐴‖ ⩽ 1. Therefore,

‖‖‖‖Φ|𝒮𝑠𝑎
‖‖‖‖ ⩽ 1 + 2𝜀 = 2(1 + 𝜀) − 1 = 2‖Φ‖sdiam − 1 .

Lastly, for any 𝐴 ∈ 𝒮

‖Φ(𝐴)‖ ⩽ ‖Φ(Re𝐴)‖ + ‖Φ(Im𝐴)‖

⩽ ‖Φ|𝒮𝑠𝑎‖ ⋅ ‖Re𝐴‖ + ‖Φ|𝒮𝑠𝑎‖ ⋅ ‖ Im𝐴‖

⩽ 2
‖‖‖‖Φ|𝒮𝑠𝑎

‖‖‖‖ ⋅ ‖𝐴‖

⩽ 2(2‖Φ‖sdiam − 1)‖𝐴‖ ⩽ (4‖Φ‖sdiam − 2)‖𝐴‖ .

This along with Corollary 4.9 and Theorem 3.4 establish the last set of inequal-
ities. □

We can now reach our main conclusions of this section.

Theorem 4.12. Let Φ ∶ 𝔄 → 𝔅 be a unital self-adjoint bounded section of a
unital positive map between unital C∗-algebras. Then ‖Φ‖sdiam = 1 if and only if
Φ is an isometric map.

Proof. Suppose ‖Φ‖sdiam = 1 which means that ‖Φ(𝐴)‖diam = ‖𝐴‖diam for
every 𝐴 ∈ 𝔄 self-adjoint by Corollary 4.9. More specifically, Proposition 4.10
proves that 𝜆max(Φ(𝐴)) = 𝜆max(𝐴) and 𝜆min(Φ(𝐴)) = 𝜆min(𝐴). Hence, Φ is a
positive map and since it is also unital then Φ is contractive by Proposition 4.1.
Therefore, Φ is expansive and contractive, that is isometric.
On the other hand, supposeΦ is isometric. Φ is unital contractive and so it is

positive. By Proposition 4.7 ‖Φ‖diam ⩽ 1. Combining this with the expansive-
ness of the numerical diameter we get ‖Φ‖diam = ‖Φ‖sdiam = 1. □

In the complete case we can loosen our context to operator systems.

Theorem 4.13. Let Φ ∶ 𝒮 → 𝒮′ be a unital self-adjoint bounded section of a
unital completely positive map between operator systems. Then ‖Φ‖cb−sdiam = 1

if and only if Φ is a completely isometric map.
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Proof. Suppose ‖Φ‖cb−sdiam = 1. By Theorem 3.10 this implies that ‖Φ‖cb ⩽ 1,
that is completely contractive. By Proposition 4.5Φ is also completely expansive
and thus Φ is completely isometric.
On the other hand, suppose Φ is completely isometric. By Theorem 3.10

the numerical diameter of Φ is completely bounded and so by Proposition 4.7
‖Φ‖cb−diam ⩽ 1. Lastly, Corollary 4.9 gives that ‖Φ‖cb−sdiam ⩾ 1, which finishes
off the proof. □

4.3. Approximately isometric sections. It is desirable to have approximate
versions of the above results, that having a (completely bounded) numerical
diameter close to 1 implies that the map is close to an (completely) isometric
map. This seemingly has not been studied except for the bijective case, which
could indicate that it is difficult, which is hardly surprising since whole books
have been written about isometric maps (cf. [11]). As such we summarize what
is known and give some partial results in our context.
A Jordan homomorphism 𝜓 ∶ 𝒜 → ℬ between C∗-algebras is a linear map

such that
𝜓(𝑎𝑏 + 𝑏𝑎) = 𝜓(𝑎)𝜓(𝑏) + 𝜓(𝑏)𝜓(𝑎), ∀𝑎, 𝑏 ∈ 𝒜.

In particular, homomorphisms and anti-homomorphisms are Jordan homo-
morphisms. A Jordan ∗-homomorphism is additionally a self-adjoint map and
a Jordan isomorphism is additionally bijective.

Theorem 4.14 (Theorem 7, Kadison [17]). Let 𝜓 ∶ 𝒜1 → 𝒜2 be an isometric
bijective linear map with 𝒜2 ⊆ 𝐵(ℋ2). Then there exists a Jordan isomorphism
𝜑 ∶ 𝒜1 → 𝒜2 and a unitary 𝑢 ∈ 𝐵(ℋ2) such that 𝜓 = 𝑢𝜙.

Theorem 4.15 (Theorem 10 and Corollary 11, Kadison [17]). An isometric self-
adjoint bijective linear map 𝜓 ∶ 𝒜1 → 𝒜2 between C∗-algebras is the sum of a
∗-isomorphism and a ∗-anti-isomorphism.
Moreover, if 𝒜1 = 𝐵(ℋ1) and 𝒜2 = 𝐵(ℋ2) then there exists a unitary 𝑢 ∈

𝐵(𝐻1, 𝐻2) such that

𝜓(𝑎) = 𝑢𝑎𝑢∗,∀𝑎 ∈ 𝐵(ℋ1) or 𝜓(𝑎) = 𝑢𝑎𝑡𝑢∗,∀𝑎 ∈ 𝐵(ℋ1)

Note that the second conclusion is true for the broader class of factors, but
we use the version above for its more relevant context.

Corollary 4.16. Acompletely isometric self-adjoint bijective linearmap𝜓 ∶ 𝒜1 →

𝒜2 between C∗-algebras is a ∗-isomorphism.
Moreover, if 𝒜1 = 𝐵(ℋ1) and 𝒜2 = 𝐵(ℋ2) then there exists a unitary 𝑢 ∈

𝐵(𝐻1, 𝐻2) such that
𝜓(𝑎) = 𝑢𝑎𝑢∗, ∀𝑎 ∈ 𝐵(ℋ1).

Now we can turn to the approximate versions of Kadison’s results. An 𝜀-
approximate Jordan homomorphism is a linear map 𝜓 ∶ 𝒜→ ℬ such that

‖𝜓(𝑎𝑏) + 𝜓(𝑏𝑎) − 𝜓(𝑎)𝜓(𝑏) − 𝜓(𝑏)𝜓(𝑎)‖ ⩽ 𝜀‖𝑎‖‖𝑏‖
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for all 𝑎, 𝑏 ∈ 𝒜. It is called an 𝜀-approximate Jordan ∗-homomorphism if it
additionally satisfies

‖𝜓(𝑎∗) − 𝜓(𝑎)∗‖ ⩽ 𝜀‖𝑎‖

for all 𝑎 ∈ 𝒜. As usual, isomorphism will indicate bijectivity.

Theorem 4.17 (Theorem 2.12, Ilišević and Turněk [15]). Let 𝒜1,𝒜2 be C∗-
algebras such 𝐾(ℋ𝑖) ⊆ 𝒜𝑖 ⊆ 𝐵(ℋ𝑖), 𝑖 = 1, 2. If 𝜓 ∶ 𝒜1 → 𝒜2 is an 𝜀-
approximate Jordan ∗-isomorphism with 𝜀 ∈ [0, 10−6] and ‖𝜓−1‖ <

1

4𝜀
(with

the bound∞ if 𝜀 = 0), then there exists a unitary 𝑢 ∈ 𝐵(ℋ1,ℋ2) and a bound

𝑐(𝜀) =
(√

5 +
4
√
10
)2
(3 + 2𝜀)

( 𝜀

1 − 3𝜀

(
20 + 50𝜀 + 56𝜀2 + 24𝜀3

))
1

2

+ 13𝜀 +
49

2
𝜀2 +

23

2
𝜀3

such that

‖𝜓(𝑎) − 𝑢𝑎𝑢∗‖ ⩽ 𝑐(𝜀)‖𝑎‖, ∀𝑎 ∈ 𝒜1, or
‖𝜓(𝑎) − 𝑢𝑎𝑡𝑢∗‖ ⩽ 𝑐(𝜀)‖𝑎‖, ∀𝑎 ∈ 𝒜1 .

Theorem 4.18 (Theorem 3.4, Christensen [9]). Let 𝜓 ∶ 𝐵(ℋ1) → 𝐵(ℋ2) be
a completely positive, bijective linear map. If 𝑡 ∈ [0, 1∕84] with ‖𝜓‖ ⩽ 1 and
‖𝜓−1‖ ⩽ 1 + 𝑡, then there exists a unitary 𝑢 ∈ 𝐵(ℋ1,ℋ2) such that

‖𝜓(𝑎) − 𝑢𝑎𝑢∗‖ ⩽ (8.5𝑡1∕2 + 7𝑡)‖𝑎‖, ∀𝑎 ∈ 𝐵(ℋ1).

Note that Christensen’s original result says “isomorphism” but this automat-
ically implies ∗-isomorphism, which are all inner in the situation above. This
theorem also holds for a more general class of von Neumann algebras but we
have reduced to the most significant case for our paper.

Corollary 4.19. LetΦ ∶ 𝐵(ℋ)→ 𝐵(ℋ) be a unital self-adjoint bounded section
of a unital completely positive map. If 𝜀 ∈ [0, 1∕84] and ‖Φ‖cb−sdiam ⩽ 1+𝜀, then
there exists 𝑢 ∈ 𝐵(ℋ) and a map𝑈(𝑥) = 𝑢𝑥𝑢∗ such that

‖Φ −𝑈‖cb ⩽ 8.5𝜀1∕2 + 7𝜀 .

Proof. This is an immediate consequence of Christensen’s Theorem, Theorem
3.10, and Proposition 4.11. □

The reader will notice that the previous corollary hasmany unneededwords,
Φ automatically is unital, self-adjoint, and bounded by virtue of being an in-
verse of a ucp map. However, the main goal is to formulate the type of general
result that we would hope for.
We conclude this sectionwith a complementary bound, using the self-adjoint

numerical diameter of the inverse of a bijective UCP map Ψ, to establish a
bound for Ψ away from all isometries:

Proposition 4.20. Let Ψ ∶ 𝐵(ℋ)→ 𝐵(ℋ) be a UCP bijection, and let Φ = Ψ−1.
Suppose that ‖Φ‖sdiam ⩾ 1 + 𝜀 for 𝜀 ⩾ 0. Then for all maps 𝑈(𝑥) = 𝑢𝑥𝑢∗ for
𝑢 ∶ℋ →ℋ unitary, we have ‖Ψ −𝑈‖cb ⩾ 2𝜀(1 + 𝜀)−1.



ON NUMERICAL DIAMETERS AND LINEAR MAPS 1287

Proof. Let Ψ ∶ 𝐵(ℋ) → 𝐵(ℋ) be a unital completely positive bijection, with
inverse Φ. Let 𝑢 ∶ ℋ → ℋ be unitary, 𝑈(𝑥) = 𝑢𝑥𝑢∗ , and 𝛿 = ‖Φ −𝑈‖cb. De-
fineΨ′ = 𝑈−1◦Ψ andΦ′ = Φ◦𝑈 : thenΨ′◦Φ′ = id𝐵(ℋ), and 𝛿 = ‖id𝐵(ℋ)−Ψ

′‖cb .
Let ∆ = id𝐵(ℋ)−Ψ

′, so that ‖∆‖cb = 𝛿. We also define the maps id𝑠𝑎, Ψ𝑠𝑎,
Φ𝑠𝑎, and ∆𝑠𝑎, representing the restrictions (respectively) of id𝐵(ℋ), Ψ′, Φ′, and
∆, to self-adjoint operators as arguments.
As ∆ is a difference of unital maps, we have ∆(1ℋ) = 0. By the Wittstock-

Paulsen decomposition [13], for any 𝛾 > 0, we may decompose ∆ = ∆+ − ∆−
as the difference of two completely positive maps, for which ∆+(1ℋ) = ∆−(1ℋ)

and
‖∆‖cb = ‖∆+ + ∆−‖ − 𝛾 .

As ∆+(1ℋ) = ∆−(1ℋ), it then follows that

𝛿 + 𝛾 =
‖‖‖‖∆
‖‖‖‖cb

+ 𝛾 =
‖‖‖‖2∆±(1ℋ)

‖‖‖‖ = 2
‖‖‖‖∆±

‖‖‖‖.

We also have
−∆−(𝐸) ⩽ ∆(𝐸) ⩽ ∆+(𝐸)

for all self-adjoint operators 𝐸, from which it follows that if ‖𝐸‖ = 1 as well,
‖‖‖‖∆(𝐸)

‖‖‖‖ ⩽ max
{
‖‖‖‖∆+(𝐸)

‖‖‖‖,
‖‖‖‖∆−(𝐸)

‖‖‖‖

}
⩽

‖‖‖‖∆±
‖‖‖‖ =

1

2
(𝛿 + 𝛾);

thus, ‖‖‖‖∆𝑠𝑎
‖‖‖‖ ⩽

1

2
(𝛿 + 𝛾). Since this is true for every 𝛾 > 0 we have ‖‖‖‖∆𝑠𝑎

‖‖‖‖ ⩽
1

2
𝛿.

Note that
id𝑠𝑎 = Ψ𝑠𝑎◦Φ𝑠𝑎 = (id𝑠𝑎 −∆𝑠𝑎)◦Φ𝑠𝑎 = Φ𝑠𝑎 − (∆𝑠𝑎◦Φ𝑠𝑎).

Applying the triangle inequality, we then obtain

1 ⩾
|||||

‖‖‖‖Φ𝑠𝑎
‖‖‖‖ −

‖‖‖‖∆𝑠𝑎◦Φ𝑠𝑎
‖‖‖‖

|||||
⩾

(
1 −

‖‖‖‖∆𝑠𝑎
‖‖‖‖

)‖‖‖‖Φ𝑠𝑎
‖‖‖‖ ⩾ (1 −

1

2
𝛿)
‖‖‖‖Φ𝑠𝑎

‖‖‖‖ .

Suppose that ‖Φ‖sdiam ⩾ 1 + 𝜀 for 𝜀 ⩾ 0. By Proposition 4.11, we then have

1 ⩾ (1 −
1

2
𝛿) ‖Φ‖sdiam ⩾ (1 −

1

2
𝛿)(1 + 𝜀),

from which it follows that 𝛿 ⩾ 2𝜀(1 + 𝜀)−1. □

5. Translating finite-dimensional self-adjoint maps by the trace
We now turn to some finite-dimensional results about complete positivity

and translations by the trace.

Proposition 5.1 (Choi [8]). For 𝑛 ∈ ℕ the linear map Ψ𝑛 ∶ 𝑀𝑛(ℂ) → 𝑀𝑛(ℂ)

defined by
Ψ𝑛(𝐴) = 𝑛 tr(𝐴)𝐼 − 𝐴

is completely positive.

Theorem 5.2. If Φ ∶ 𝑀𝑛(ℂ) → 𝑀𝑚(ℂ) is a self-adjoint linear map then there
exists a scalar 𝛽 > 0 such that

𝐴 ↦ Φ(𝐴) + 𝛽 tr(𝐴)𝐼𝑚

is a completely positive map.
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Proof. By the Choi-Kraus decomposition we know that Φ = Φ+ − Φ−, that is,
Φ is the difference of two completely positive linear maps. Define

𝜑(𝐴) = 𝑚 tr(Φ−(𝐴)),

which is positive as it is the composition of two positive maps. Hence,

𝐴 ↦ Φ(𝐴) + 𝜑(𝐴)𝐼𝑚

= Φ+(𝐴) +𝑚 tr(Φ−(𝐴)) − Φ−(𝐴)

= Φ+(𝐴) + Ψ𝑚(Φ−(𝐴))

is a completely positive linear map. Now, for ‖𝐴‖ = 1 such that𝐴 ⩾ 0, we have
tr(𝐴) ⩾ 1 and

‖𝜑‖ = 𝜑(𝐼𝑛) = 𝑚 tr(Φ−(𝐼𝑛)) ⩽ 𝑚 tr(‖Φ−‖𝐼𝑚) = 𝑚2‖Φ−‖

Thus,
𝐴 ↦ 𝑚2 ‖Φ−‖ ⋅ tr(𝐴) − 𝜑(𝐴)

is a positive linear functional, and so is completely positive. Therefore, defining
𝛽 = 𝑚2‖Φ−‖ we get that

𝐴 ↦ Φ(𝐴) + 𝛽 tr(𝐴)

= Φ(𝐴) + 𝜑(𝐴)𝐼𝑚 + 𝛽 tr(𝐴) − 𝜑(𝐴)𝐼𝑚

is a completely positive map. □

SupposeΦ ∶ 𝑀𝑛(ℂ)→ 𝑀𝑚(ℂ) is a self-adjoint linearmap. Let 𝛽 > 0 be such
that Φ+ 𝛽𝐼𝑚 ⋅ tr be completely positive. Combining this with Theorem 3.10 we
get

‖Φ‖sdiam = ‖Φ + 𝛽𝐼𝑚 ⋅ tr‖sdiam ⩽ ‖Φ + 𝛽𝐼𝑚 ⋅ tr‖ = Φ(𝐼𝑛) + 𝛽𝑛 .

One can work this out to an explicit constant which depends on 𝑛 by following
through the previous proofs. It will be far from optimal but a bound is nice to
have.

Remark 5.3. The previous proposition and theorem do not have infinite-dimen-
sional equivalents. While one could replace the trace with a faithful state (norm
1, positive linear functional that is injective on the positive operators) the difficulty
arises from the fact that this state is not bounded below on the positive operators.
That problem aside we also have the additional problem that the constant in the
proposition goes to infinity as 𝑛 increases (not that we claim that this constant is
optimal).

Definition 5.4. A linear map Φ ∶ 𝑀𝑛(ℂ) → 𝑀𝑚(ℂ) is called scaled trace-
preserving if there exists 𝑐 ∈ ℂ such that tr(Φ(𝐴)) = 𝑐tr(𝐴) for every𝐴 ∈ 𝑀𝑛(ℂ).

Lemma 5.5. Let Φ ∶ 𝑀𝑛(ℂ)→ 𝑀𝑚(ℂ) be a linear map. Then Φ is scaled trace-
preserving if and only if Φ takes trace-zero matrices to trace-zero.



ON NUMERICAL DIAMETERS AND LINEAR MAPS 1289

Proof. The forward direction is trivial. Conversely, let 𝑐 = 1

𝑛
tr
(
Φ(𝐼𝑛)

)
. There-

fore, for any 𝐴 ∈ 𝑀𝑛(ℂ) we have that

tr(Φ(𝐴)) = tr (Φ
(
𝐴 −

1

𝑛
tr(𝐴)𝐼𝑛 +

1

𝑛
tr(𝐴)𝐼𝑛

)
)

= tr (Φ
( 1

𝑛
tr(𝐴)𝐼𝑛

)
) =

1

𝑛
tr
(
Φ(𝐼𝑛)

)
tr(𝐴) = 𝑐 tr(𝐴). □

Corollary 5.6. If Φ ∶ 𝑀𝑛(ℂ) → 𝑀𝑚(ℂ) is a linear scaled trace-preserving map
then so is Φ + 𝛼 tr ⋅ 𝐼𝑚

Theorem 5.7. Let Φ ∶ 𝑀𝑛(ℂ) → 𝑀𝑚(ℂ) be a self-adjoint paraunital map, for
which null(Φ) ⊆ 𝐼𝑚 ⋅ℂ. IfΦ is scaled trace-preserving, then there is a scalar 𝛾 ∈ ℝ

for which
𝐴 ↦ Φ(𝐴) + 𝛾 tr(𝐴)𝐼𝑚

is the section of a completely positive map.

Proof. Let 𝑐 ∈ ℝ giveΦ(𝐼𝑛) = 𝑐𝐼𝑚. If 𝑐 < 0 then replaceΦwithΦ+(|𝑐|+1)tr⋅𝐼𝑚
which is still self-adjoint, paraunital and scaled trace-preserving. Thus, wemay
assume thatΦ is injective with 𝑐 > 0. Let 𝑘 ∈ ℝ be such that tr(Φ(𝐴)) = 𝑘 tr(𝐴)

for all 𝐴 ∈ 𝑀𝑛(ℂ).
Now 𝒮 = Φ(𝑀𝑛(ℂ)) is an operator system in 𝑀𝑚(ℂ) and so we can define

Ψ ∶ 𝒮 → 𝑀𝑛(ℂ) by Ψ = Φ−1. Hence, Ψ is paraunital, Ψ(𝐼𝑚) =
1

𝑐
𝐼𝑛, and self-

adjoint. We can extend Ψ to a self-adjoint map on all of𝑀𝑚(ℂ). In particular,
we can choose a basis for 𝑀𝑚(ℂ) made of self-adjoint matrices such that the
first 𝑘 form a basis for 𝒮. Extend Ψ by sending the remaining basis elements to
0. Thus, Φ is a section of a paraunital self-adjoint map.
By Theorem5.2 there exists 𝛽 ∈ ℝ such thatΨ+𝛽tr⋅𝐼𝑛 is completely positive.

For 𝛾 ∈ ℝ and any 𝐴 ∈ 𝑀𝑛(ℂ) we have that

(Ψ + 𝛽 tr ⋅ 𝐼𝑛)◦(Φ + 𝛾 tr ⋅ 𝐼𝑚)(𝐴)

= Ψ◦Φ(𝐴) + Ψ(𝛾 tr(𝐴)𝐼𝑚) + 𝛽 tr(Φ(𝐴))𝐼𝑛 + 𝛽 tr(𝛾 tr(𝐴)𝐼𝑚)𝐼𝑛

= 𝐴 + 𝛾 tr(𝐴)
1

𝑐
𝐼𝑛 + 𝛽𝑘 tr(𝐴)𝐼𝑛 + 𝛽𝛾𝑚 tr(𝐴)𝐼𝑛

= 𝐴 + (𝛾 (
1

𝑐
+ 𝛽𝑚) + 𝛽𝑘) tr(𝐴)𝐼𝑛

which used both paraunital and scaled trace-preserving. Note that 1
𝑐
+𝛽𝑚 > 0.

Therefore, for 𝛾 = −𝛽𝑘
(
1

𝑐
+ 𝛽𝑚

)−1
∈ ℝ we have that Φ + 𝛾 tr ⋅ 𝐼𝑚 is a section

of Ψ + 𝛽tr ⋅ 𝐼𝑛, a completely positive map. □

Creating sections of positive maps by translating by multiples of the trace
map turns out to be impossible in general if one does not assume scaled trace-
preserving as the following example shows.
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Example 5.8. Let Φ ∶ 𝑀2(ℂ)→ 𝑀2(ℂ) be defined as

Φ ([
𝑎 𝑏

𝑐 𝑑
]) = [

𝑎 − 𝑑 𝑏

𝑐 𝑎 + 𝑑
]

which is unital, self-adjoint, and injective, but not scaled trace-preserving. Now
for any 𝛾 ∈ ℝ we have that

(Φ + 𝛾 tr ⋅ 𝐼2) ([
1 0

0 −1
]) = [

2 0

0 0
] ,

that is, it takes a non-positive to a positive. Therefore, for every choice of 𝛾 ∈ ℝ,
any section of Φ + 𝛾 tr ⋅ 𝐼2 is not positive.

It is important to note that such translations by scalar multiples of the trace
do not change the numerical diameter of these maps. However, it does usually
change the completely bounded numerical diameter.

Example 5.9. Consider the identity map id ∶ 𝑀2(ℂ)→ 𝑀2(ℂ). It is clear that
‖ id+tr(⋅)𝐼2‖diam = ‖ id ‖diam = 1. But consider

‖‖‖‖‖‖‖
[
02 𝐼2
𝐼2 02

]
‖‖‖‖‖‖‖diam

= 2

while
‖‖‖‖‖‖‖
id+tr(⋅)𝐼2 ([

02 𝐼2
𝐼2 02

])
‖‖‖‖‖‖‖diam

=
‖‖‖‖‖‖‖
[
02 3𝐼2
3𝐼2 02

]
‖‖‖‖‖‖‖diam

= 6 .

Therefore, ‖ id+tr(⋅)𝐼2‖cb−diam > ‖ id ‖diam.

We end this paper with an example of a section of a completely positive map
that has many nice properties and exhibits a completely bounded numerical
diameter that is strictly larger than the numerical diameter.

Example 5.10. For 𝑛 ⩾ 2, consider the map Ψ ∶ 𝑀𝑛(ℂ)→ 𝑀𝑛(ℂ) given by

Ψ(𝐴) =
1

𝑛2
𝐴𝑇 +

𝑛2 − 1

𝑛3
tr(𝐴)𝐼𝑛 .

We can then calculate that

[Ψ(𝐸𝑖𝑗)]
𝑛
𝑖,𝑗=1

=
1

𝑛2
[𝐸𝑗𝑖]

𝑛
𝑖,𝑗=1

+
𝑛2 − 1

𝑛2
𝐼𝑛2 ⩾ 0

because the non-diagonal part of 1

𝑛2
[𝐸𝑗𝑖]

𝑛
𝑖,𝑗=1

has norm at most 𝑛
2−𝑛

𝑛2
. Hence, by

Choi’s Theorem [20, Theorem 3.44] Ψ is completely positive. Notice as well that
Ψ is unital and trace-preserving.
It is straightforward to see that the inverse, and so the section, of Ψ is Φ ∶

𝑀𝑛(ℂ)→ 𝑀𝑛(ℂ) defined by

Φ(𝐴) = 𝑛2𝐴𝑇 −
𝑛2 − 1

𝑛
tr(𝐴)𝐼𝑛 ,
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which is a unital self-adjoint map. By Example 3.13 and the fact that the numer-
ical diameter ignores scalar multiples of the identity we see that ‖Φ‖diam = 𝑛2.
Therefore,

‖Φ‖cb−diam ⩾ ‖Φ‖cb ⩾ 𝑛3 − 𝑛2 + 1 > 𝑛2 = ‖Φ‖diam

for 𝑛 ⩾ 2.
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