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#### Abstract

We revisit the symplectic aspects of the spectral transform for matrix-valued rational functions with simple poles. We construct eigenvectors of such matrices in terms of the Szegő kernel on the spectral curve. Using variational formulas for the Szegő kernel we construct a new system of action-angle variables for the canonical symplectic form on the space of such functions. Comparison with previously known action-angle variables shows that the vector of Riemann constants is the gradient of some function on the moduli space of spectral curves; this function is found in the case of matrix dimension 2, when the spectral curve is hyperelliptic.
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## 1 Introduction

The spectral transform for matrix-values functions rationally depending on a spectral parameter is at the core of the modern theory of integrable systems (see the textbook [4] and references therein for a detailed presentation of the subject and its history). Such a transform admits a far-reaching generalization to the space of Higgs fields on curves of higher genus, which is central in the theory of Hitchin's systems [9, 14, 15]. The infinite dimensional analog of this transform for integrable PDEs of Korteweg-de Vries type is the starting point of the theory of soliton equations developed over the last 50 years [25].

The spectral transform can be shown to be symplectic with respect to natural symplectic structures on the target and the source. This leads to the Liouville integrability of the natural Hamiltonian flows (thus implying the name "integrable systems"), see [4, 11]. The integrability also plays the main role in quantization.

In this paper, we analyze symplectic aspects of the spectral transform for matrix-valued rational functions with simple poles which is the case of primary importance for finite-dimensional integrable systems. We introduce the extension of the standard spectral transform, following the recent paper [7] on the symplectic theory of the monodromy map for Fuchsian connections. The first main object is the phase space $\mathcal{A}$ defined as follows:

$$
\begin{equation*}
\mathcal{A}=\left\{\left\{G_{j}, L_{j}\right\}_{j=1}^{m}, \sum_{j=1}^{m} G_{j} L_{j} G_{j}^{-1}=0\right\} / \sim, \tag{1.1}
\end{equation*}
$$

[^0]where $G_{j} \in \operatorname{SL}(n)$ and $L_{j} \in \mathfrak{s l}(n) ; L_{j}$ are diagonal matrices such that all eigenvalues of each $L_{j}$ are different. The equivalence relation $\sim$ identifies the sets of $G_{j}$ 's which differ by a simultaneous left action $G_{j} \rightarrow \mathrm{SG}_{j}$ with $S \in \mathrm{SL}(n)$ ( $L_{j}$ are kept unchanged). Let
$$
A(z)=\sum_{j=1}^{m} \frac{G_{j} L_{j} G_{j}^{-1}}{z-t_{j}}
$$
where $t_{j} \neq t_{k}$ is a set of poles. Denote by $\mathcal{D}$ the locus of codimension 1 in $\mathcal{A}$ defined by the condition that the spectral curve
\[

$$
\begin{equation*}
\operatorname{det}(A(z)-y \mathbf{1})=0 \tag{1.2}
\end{equation*}
$$

\]

is non-smooth or reducible.
The space $\mathcal{A}$ (1.1) is equipped with the following symplectic form [7]:

$$
\begin{equation*}
\omega_{\mathcal{A}}=\delta \theta_{\mathcal{A}}=\operatorname{tr} \sum_{j=1}^{m}\left\{\delta G_{j} G_{j}^{-1} \wedge L_{j} \delta G_{j} G_{j}^{-1}+\delta L_{j} \wedge G_{j}^{-1} \delta G_{j}\right\} \tag{1.3}
\end{equation*}
$$

where the symplectic potential is given by

$$
\theta_{\mathcal{A}}=\operatorname{tr} \sum_{j=1}^{m} L_{j} G_{j}^{-1} \delta G_{j}
$$

(clearly, $\delta \theta_{\mathcal{A}}=\omega_{\mathcal{A}}$ ). The form $\omega_{\mathcal{A}}$ (1.3) is invariant under the simultaneous transformation $G_{j} \rightarrow \mathrm{SG}_{j}$, and, therefore, it is indeed the form on $\mathcal{A}$. Moreover, the form $\omega_{\mathcal{A}}$ is non-degenerate on $\mathcal{A}$ [7].

The second main object is the space of spectral data $\mathcal{S}$ defined as follows:

$$
\begin{equation*}
\mathcal{S}=\left\{\left\{Q_{j}\right\}_{j=2}^{n}, q \in \mathbb{C}^{g},\left\{R_{j} \in \operatorname{Diag}(\operatorname{SL}(n))\right\}_{j=1}^{m}, \mathfrak{t}\right\} \tag{1.4}
\end{equation*}
$$

where $Q_{j}(z)$ is an arbitrary rational function with poles of order $j$ at the points $t_{k}$ such that the $j$-differential $Q_{j}(z)(\mathrm{d} z)^{j}$ is holomorphic at $z=\infty ; q \in \mathbb{C}^{g}$ and $R_{1}, \ldots, R_{m}$ are $\operatorname{SL}(n)$ diagonal matrices. We require the functions $Q_{j}$ satisfy the condition that the curve $\mathcal{C}$ defined via

$$
\begin{equation*}
y^{n}+Q_{2}(z) y^{n-2}+\cdots+Q_{n}(z)=0 \tag{1.5}
\end{equation*}
$$

is smooth and non-reducible, $\mathfrak{t}$ in (1.4) denotes a Torelli marking of the curve $\mathcal{C}$, i.e., the choice of canonical basis of cycles $\left\{a_{\alpha}, b_{\alpha}\right\}_{\alpha=1}^{g}$ with intersection pairing $a_{i} \circ b_{j}=\delta_{i j}$, where $g$ is the genus of $\mathcal{C}$.

The direct spectral transform $F: \mathcal{A} \backslash \mathcal{D} \rightarrow \mathcal{S}$ depending on $m$ points $t_{j} \in \mathbb{C}$ and the Torelli marking of the spectral curve is defined as follows. Given a point in the space $\mathcal{A}$, we define

$$
A_{j}=G_{j} L_{j} G_{j}^{-1}
$$

(according to the definition of the space $\mathcal{A}$ we have $\sum_{j=1}^{m} A_{j}=0$ ) and construct the rational matrix

$$
A(z)=\sum_{j=1}^{m} \frac{A_{j}}{z-t_{j}}
$$

The meromorphic function $Q_{j}$ is then defined to be the coefficient in front of $y^{n-j}$ of the characteristic polynomial of the matrix $A(z)$. In particular, $Q_{1}(z)=\operatorname{tr} A(z)=0$. Define now the irreducible and smooth curve $\mathcal{C}$ by the equation (1.2). The genus of $\mathcal{C}$ equals

$$
g=\frac{n(n-1)}{2} m+1-n^{2} .
$$

The vector $q$ is constructed via the Abel map of a divisor of degree $g-1$ associated to normalized eigenvectors of the matrix $A(z)$ (see Section 3.1 for details). Starting from some distinguished set of eigenvectors of $A_{j}$ the diagonal matrices $R_{j}$ determine the normalization of an arbitrary set of eigenvectors relative to this distinguished basis, see Section 3.1 for details.

The inverse spectral map $F^{-1}$ can be explicitly described as follows. Consider a point of the space $\mathcal{S}$ (1.4), choose a basepoint $z_{0} \in \mathbb{C}$, and define the spectral curve $\mathcal{C}$ via (1.5). Introduce the canonical meromorphic abelian differential $v=y \mathrm{~d} z$ on $\mathcal{C}$. Denote by $\Theta(\cdot)$ the theta-function on the Jacobian of $\mathcal{C}$ corresponding to the Torelli marking $\mathfrak{t}$ and define the codimension one locus $(\Theta) \subset \mathcal{S}$ by the condition $\Theta(q)=0$. The main ingredient of the inverse spectral transform

$$
F^{-1}: \mathcal{S} \backslash(\Theta) \rightarrow \mathcal{A}
$$

is the Szegő kernel defined by the formula [12]

$$
\begin{equation*}
S_{q}(x, y)=\frac{\Theta(\mathcal{U}(x)-\mathcal{U}(y)+q)}{\Theta(q) E(x, y)} \tag{1.6}
\end{equation*}
$$

where $E(x, y)$ is the prime-form, $\mathcal{U}(x)$ is the Abel map such that $(\mathcal{U}(x)-\mathcal{U}(y))_{\alpha}=\int_{y}^{x} v_{\alpha}\left(v_{\alpha}\right.$ is the holomorphic abelian differential on $\mathcal{C}$ normalized by the property $\oint_{a_{\beta}} v_{\alpha}=\delta_{\alpha \beta}$ ) and $\Theta$ is the Riemann theta-function on the curve (1.5), $q \in \mathbb{C}^{g}$. The Szegő kernel is the reproducing kernel in the line bundle of degree $g-1$ over $\mathcal{C}$ defined by the vector $q$, see [13, formula (2.5)] discussion around this formula. The main analytical tools used in this paper are the variational formulas for the Szegő kernel which we derive on the basis of results of $[6,16,18]$.

Denote by $z^{(k)}$ the point on $k$-th sheet of $\mathcal{C}$ having projection $z \in \mathbb{C}$. Now for a point of the space $\mathcal{S} \backslash(\Theta)$, we define

$$
\left(L_{j}\right)_{k k}=\left.\operatorname{res}\right|_{t_{j}^{(k)}} v, \quad G_{j}=\widehat{\Psi}\left(t_{j}\right) R_{j},
$$

where

$$
\begin{equation*}
\widehat{\Psi}_{\ell k}(z)=\psi\left(z^{(k)}, z_{0}^{(\ell)}\right), \quad \psi\left(x, x_{0}\right)=S_{q}\left(x, x_{0}\right) \frac{z(x)-z\left(x_{0}\right)}{\sqrt{\mathrm{d} z(x)} \sqrt{\mathrm{d} z\left(x_{0}\right)}} \tag{1.7}
\end{equation*}
$$

The function (1.7) was used in [20] to solve an arbitrary Riemann-Hilbert problem with quasipermutation monodromy matrices; various ingredients of the construction of [20] appeared already in the 1987 paper by Knizhnik [17, Section IV]. The idea to use (1.7) for diagonalization of rational matrices goes back to [8], where it was used to reformulate the standard formalism of matrix Baker-Akhiezer function that was pioneered in [21] and generalized to the higher genus case in [23] (see also the further history in the textbook [4]).

The natural coordinates on $\mathcal{S}$ are defined as follows. These are the $a$-periods $I_{\alpha}=\oint_{a_{\alpha}} v$ of the differential $v=y \mathrm{~d} z$, the components of the vector $q$, the variables $\left\{\mu_{j}^{(k)}\right\}$ for $j=1, \ldots, m$ and $k=1, \ldots, n-1$ such that

$$
\mu_{j}^{(k)}-\mu_{j}^{(k-1)}=\left.\operatorname{res}\right|_{t_{j}^{(k)}} v, \quad k=1, \ldots, n-1,
$$

(with the understanding that $\mu_{j}^{(0)}=\mu_{j}^{(n)}=0$ ). The toric variables $\rho_{j}^{(k)}$ parametrize the diagonal matrices $R_{j}$ with $r_{j}^{(k)}=\left(R_{j}\right)_{k k}$ via

$$
\log r_{j}^{(k)}=\rho_{j}^{(k)}-\rho_{j}^{(k-1)}
$$

Let us now describe the main results of this paper.

First, we prove that the symplectic potential $\theta_{\mathcal{A}}$ and the associate symplectic form $\omega_{\mathcal{A}}$ can be written as follows:

$$
\begin{aligned}
\theta_{\mathcal{A}} & =\sum_{\alpha=1}^{g} I_{\alpha} \delta q_{\alpha}+\sum_{j=1}^{m} \sum_{k=1}^{n-1} \mu_{j}^{(k)} \delta \rho_{j}^{(k)} \\
\omega_{\mathcal{A}} & =\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha}+\sum_{j=1}^{m} \sum_{k=1}^{n-1} \delta \mu_{j}^{(k)} \wedge \delta \rho_{j}^{(k)}
\end{aligned}
$$

Let us now introduce the space $\mathcal{A}_{0}$

$$
\mathcal{A}_{0}=\left\{\left\{A_{j}\right\}_{j=1}^{m}, \sum_{j=1}^{m} A_{j}=0\right\} / \sim
$$

such that all $A_{j}$ are diagonalizable, and the equivalence relation $\sim$ identifies the sets of $A_{j}$ which differ by a simultaneous conjugation $A_{j} \rightarrow S A_{j} S^{-1}$ with $S \in \mathrm{SL}(n)$. There is a trivial $\operatorname{map} \mathcal{A} \rightarrow \mathcal{A}_{0}$ which "forgets" about the toric variables, i.e., about the normalization of the eigenvectors of $A_{j}$.

In particular, we can fix the matrices $L_{j}$ 's and perform the symplectic reduction on the corresponding level sets $\mu_{j}^{(k)}=$ const. Then we get the second main result of this paper which is the expression for the reduced symplectic form on the level sets within $\mathcal{A}_{0}$, which we denote by $\mathcal{A}_{0}^{L}$,

$$
\begin{equation*}
\omega_{\mathcal{A}_{0}}^{L}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha} \tag{1.8}
\end{equation*}
$$

This result looks similar, but is actually different from the known expression for the form $\omega_{\mathcal{A}}^{L}$ (see, for example, [4, formula (5.75)]):

$$
\begin{equation*}
\omega_{\mathcal{A}}^{L}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta \gamma_{\alpha}^{x} \tag{1.9}
\end{equation*}
$$

where $\gamma^{x}$ is defined via the Abel map of the "dynamical divisor" with basepoint $x$ such that $z(x)$ is independent of all dynamical variables. The relationship between the Abel map $\gamma^{x}$ and the vector $q$ is given by

$$
\gamma^{x}=q+K^{x}
$$

where $K^{x}$ is the vector of Riemann constants with the same basepoint $x$.
The coincidence of 2 -forms (1.8) and (1.9) leads to the third main result of the paper which is the following (somehow surprising) integrability condition for the vector of Riemann constants:

$$
\begin{equation*}
\frac{\delta K_{\alpha}^{x}}{\delta I_{\beta}}=\frac{\delta K_{\beta}^{x}}{\delta I_{\alpha}} \tag{1.10}
\end{equation*}
$$

which implies that $K$ is a gradient of some scalar function of moduli $I_{\alpha}$.
The relation (1.10) is unexpected. Here we also verify it directly, using variational formulas for the vector of Riemann constants on the moduli space.

An interesting open problem (which is rather trivial for $n=2$ ) is to compute the potential for the vector $K^{x}$ in closed form; such a potential is nothing but the function generating the change of Darboux coordinates from $\left(I_{\alpha}, q_{\alpha}\right)$ to $\left(I_{\alpha}, \gamma_{\alpha}^{x}\right)$.

To prove the main results of the paper we have derived new variational formulas for the Szegő kernel and the vector of Riemann constants with respect to the moduli $I_{\alpha}$ and the eigenvalues $\mu_{j}^{(k)}$ (Sections 4 and 6).

## 2 Spaces $\mathcal{A}$ and $\mathcal{S}$ and their symplectic geometry

### 2.1 The phase space $\mathcal{A}$

Consider the phase space $\mathcal{A}$ defined as follows:

$$
\begin{equation*}
\mathcal{A}=\left\{\left\{G_{j}, L_{j}\right\}_{j=1}^{m}, \sum_{j=1}^{m} G_{j} L_{j} G_{j}^{-1}=0\right\} / \sim \tag{2.1}
\end{equation*}
$$

where $G_{j} \in \mathrm{SL}(n), L_{j} \in \mathfrak{s l}(n)$ are diagonal matrices and the equivalence relation $\sim$ identifies the sets $G_{j}$ 's which differ by a simultaneous multiplication $G_{j} \rightarrow \mathrm{SG}_{j}$ with $S \in \operatorname{SL}(n)$ and $L_{j}$ are kept unchanged.

The space $\mathcal{A}$ possesses the following symplectic form [7]:

$$
\begin{equation*}
\omega_{\mathcal{A}}=\operatorname{tr} \sum_{j=1}^{m}\left(\delta G_{j} G_{j}^{-1} \wedge L_{j} \delta G_{j} G_{j}^{-1}+\delta L_{j} \wedge G_{j}^{-1} \delta G_{j}\right) . \tag{2.2}
\end{equation*}
$$

The symplectic form satisfies $\omega_{\mathcal{A}}=\delta \theta_{\mathcal{A}}$, where the symplectic potential is given by

$$
\begin{equation*}
\theta_{\mathcal{A}}=\operatorname{tr} \sum_{j=1}^{m} L_{j} G_{j}^{-1} \delta G_{j} \tag{2.3}
\end{equation*}
$$

The form $\omega_{\mathcal{A}}(2.2)$ is invariant under the action of simultaneous left multiplication by $\mathrm{GL}_{n}$ as follows $G_{j} \rightarrow \mathrm{SG}_{j}$, and, therefore, it indeed factors through the quotient by this action to a form on $\mathcal{A}$. Moreover, the form $\omega_{\mathcal{A}}$ is non-degenerate on $\mathcal{A}$ : for comparison, the symplectic form discussed in [4, Section 5.9] is given by (2.2) without the last term and it is non-degenerate only on symplectic leaves $L_{j}=$ const.

Following [7], now we discuss the Poisson structure corresponding to the form $\omega_{\mathcal{A}}$. First, for any matrix $M$, we use the following notation for the Kronecker products:

$$
\begin{equation*}
\stackrel{1}{M}=M \otimes \mathbf{1}, \quad \stackrel{2}{M}=\mathbf{1} \otimes M . \tag{2.4}
\end{equation*}
$$

Consider the space of pairs $(G, L)$, where $G \in \operatorname{SL}(n)$ and $L=\operatorname{diag}\left(\lambda^{(1)}, \ldots, \lambda^{(n)}\right)$ with $\sum_{j=1}^{n} \lambda^{(j)}=0$ and $\lambda^{(j)} \neq \lambda^{(k)}$. Define the symplectic form on this space

$$
\begin{equation*}
\omega_{0}=\operatorname{tr}\left(\delta G G^{-1} \wedge L \delta G G^{-1}+\delta L \wedge G^{-1} \delta G\right) \tag{2.5}
\end{equation*}
$$

If the eigenvalues $L$ are kept constant (i.e., $\delta L \equiv 0$ ) then the form coincides with the form in [3]. Then the Poisson structure on $\mathcal{H}$ inverse to the symplectic form (2.5) is (see [7, Propositions 2.2 and 2.3])

$$
\begin{equation*}
\{\stackrel{1}{G}, \stackrel{2}{G}\}_{0}=-\stackrel{1}{G} \stackrel{2}{G} r(L), \quad\{\stackrel{1}{G}, \stackrel{2}{L}\}_{0}=-\stackrel{1}{G} \Omega \tag{2.6}
\end{equation*}
$$

where

$$
r(L)=\sum_{i<j} \frac{E_{i j} \otimes E_{j i}-E_{j i} \otimes E_{i j}}{\lambda^{(i)}-\lambda^{(j)}}
$$

and

$$
\Omega=\sum_{i=1}^{n} E_{i i} \otimes E_{i i}-\frac{1}{n} \mathbf{1} \otimes \mathbf{1}
$$

we use the standard notation $E_{i j}$ for the matrix with only one non-vanishing element equal to 1 in the $(i, j)$ entry. The matrix $r(L)$ is a simplest example of dynamical $r$-matrix [10]. In the formula (2.6) we have used the notation (2.4) and the expression should be understood as collecting in a compact tensor notation the Poisson brackets for $\left\{G_{a b}, G_{c d}\right\}_{0}$ and $\left\{G_{a b}, L_{c d}\right\}_{0}$, for all choices of the indices $a, b, c, d$. Explicitly it reads as follows:

$$
\left\{G_{b j}, G_{c \ell}\right\}_{0}=\frac{G_{b \ell} G_{c j}}{\lambda_{j}-\lambda_{\ell}}, \quad\left\{G_{b k}, \lambda_{\ell}\right\}_{0}=-G_{b k} \delta_{\ell k}
$$

Theorem 2.1 of [7] shows that the bracket (2.6) induces the Kirillov-Kostant Poisson bracket for $A=G L G^{-1}$. In SL(2) case, the bracket (2.6) was first introduced in [2]. Without the second term in the symplectic form (2.5) the form becomes degenerate in the extended space but it is non-degenerate on the leaves given by keeping $L$ constant. In this case, the corresponding Poisson structure on these leaves coincides with the Kostant-Kirillov-Souriau structure, i.e., the Lie-Poisson structure [3].

The Poisson bracket $\{\cdot, \cdot\}_{\mathcal{A}}$ on the space $\mathcal{A}$ inverse to the form (2.2) is then given by

$$
\begin{equation*}
\left\{\stackrel{1}{G_{j}}, \stackrel{2}{G_{j}}\right\}_{\mathcal{A}}=\left\{\stackrel{1}{G_{j}}, \stackrel{2}{G_{j}}\right\}_{0}, \quad\left\{\stackrel{1}{G_{j}}, \stackrel{2}{L_{j}}\right\}_{\mathcal{A}}=\left\{\stackrel{1}{G_{j}}, \stackrel{2}{L_{j}}\right\}_{0} \tag{2.7}
\end{equation*}
$$

and all other brackets vanish. To resolve the condition $\sum_{j=1}^{n} \lambda^{(j)}=0$ we shall use the parametrization

$$
\begin{equation*}
\lambda^{(1)}=\mu^{(1)}, \quad \lambda^{(2)}=\mu^{(2)}-\mu^{(1)}, \quad \ldots, \quad \lambda^{(n-1)}=\mu^{(n-1)}-\mu^{(n-2)}, \quad \lambda^{(n)}=-\mu^{(n-1)}, \tag{2.8}
\end{equation*}
$$

where $\mu^{(j)}, j=1, \ldots, n-1$ are independent variables such that $\lambda^{(j)} \neq \lambda^{(k)}$.

### 2.2 Extended space of spectral data

Let $Q_{2}(z), \ldots, Q_{n}(z)$ be generic rational functions with poles of order $j$ at the points $t_{j}$ and such that the $Q_{j}(z) \mathrm{d} z^{j}$ are all holomorphic at $\infty \in \mathbb{P}^{1}$ with $z$ the affine coordinate. Consider the affine curve $\mathcal{C}$ defined by the equation

$$
\begin{equation*}
f(y, z)=0, \quad f(y, z):=y^{n}+Q_{2}(z) y^{n-2}+\cdots+Q_{n}(z) . \tag{2.9}
\end{equation*}
$$

The genericity of the functions $Q_{j}$ is, in our context, defined as irreducibility and smoothness of the curve $\mathcal{C}$. On $\mathcal{C}$ we choose a symplectic basis in the homology (i.e., a Torelli marking) $\mathfrak{t}=\left\{a_{1}, \ldots, a_{g}, b_{1}, \ldots, b_{g}\right\}$. Now we define the extended space of spectral data $\mathcal{S}$ as follows:

$$
\begin{equation*}
\mathcal{S}=\left\{\left\{Q_{j}\right\}_{j=2}^{n}, q \in \mathbb{C}^{g},\left\{R_{j} \in \operatorname{Diag}(\operatorname{SL}(n))\right\}_{j=1}^{m}, \mathfrak{t}\right\} \tag{2.10}
\end{equation*}
$$

where $Q_{j}(z)$ is an arbitrary rational function with poles of order $j$ at the points $t_{j}$ such that the $j$-differential $Q_{j}(z)(\mathrm{d} z)^{j}$ is holomorphic at $z=\infty$. The genus of $\mathcal{C}$ is given by

$$
\begin{equation*}
g=\frac{n(n-1)}{2} m-n^{2}+1 . \tag{2.11}
\end{equation*}
$$

Introduce also the "theta-divisor" $\operatorname{div}(\Theta) \subset \mathcal{S}$ defined by the equation $\Theta(q)=0$, where $\Theta$ is the Riemann theta-function corresponding to the Torelli marked curve $\mathcal{C}$.

The term "extended" in application to the space $\mathcal{S}$ refers to addition of diagonal matrices $R_{j}$ to the set of differentials $Q_{j}$ and vector $q$.

The number of branch points of the curve (2.9) equals (see [6, equation (2.3)])

$$
\begin{equation*}
p=n(n-1)(m-2) \tag{2.12}
\end{equation*}
$$

which leads to the formula (2.11) for the genus by Riemann-Hurwitz formula.

The moduli space of curves of the form (2.9) for fixed $t_{j}$ has dimension $g+m(n-1)$. The local coordinate system on this space is constructed as follows. First, these are any $m(n-1)$ independent residues of the differential

$$
v=y \mathrm{~d} z
$$

at the points $t_{j}^{(k)}$,

$$
\begin{equation*}
\lambda_{j}^{(k)}=\left.\operatorname{res}\right|_{t_{j}^{(k)}} v, \quad k=1, \ldots, n-1 \tag{2.13}
\end{equation*}
$$

(notice that due to the absence of the term $y^{n-1}$ in (2.9) we have $\left.\sum_{k=1}^{n} \operatorname{res}\right|_{t_{j}^{(k)}} v=0$ for all $j=1, \ldots, m)$.

We shall assume that, according to (2.8),

$$
\begin{equation*}
\lambda_{j}^{(k)}=\mu_{j}^{(k)}-\mu_{j}^{(k-1)}, \tag{2.14}
\end{equation*}
$$

and use the independent variables $\mu_{j}^{(k)}, j=1, \ldots, m, k=1, \ldots, n-1$.
Consider now a basis $\left\{a_{\alpha}, b_{\alpha}\right\}_{\alpha=1}^{g},\left\{l_{j}^{(k)}, j=1, \ldots, m, k=1, \ldots, n\right\}$ in $H_{1}\left(\mathcal{C} \backslash\left\{t_{j}^{(k)}\right\}, \mathbb{Z}\right)$, where $l_{j}^{(k)}$ is a small loop around $t_{j}^{(k)}$ and $\left\{a_{\alpha}, b_{\alpha}\right\}$ form a symplectic basis in $H_{1}(\mathcal{C}, \mathbb{Z})$. Consider the $a$-periods of the differential $v$,

$$
\begin{equation*}
I_{\alpha}=\int_{a_{\alpha}} v, \quad j=1, \ldots, g \tag{2.15}
\end{equation*}
$$

$2 \pi \mathrm{i} \lambda_{j}^{(k)}$ are periods of $v$ over $l_{j}^{(k)}(2.13)$. The set of variables $I_{j}(2.15)$ and $\mu_{j}^{(k)}$ (2.13) gives local coordinates on the space of curves (2.9). The full set of local coordinates on the space $\mathcal{S}$ (2.10) is then obtained by adding a vector $q \in \mathbb{C}^{g}$ and the variables $\rho_{j}^{(k)}, j=1, \ldots, m, k=1, \ldots, n-1$ such that

$$
\log r_{j}^{(k)}=\rho_{j}^{(k)}-\rho_{j}^{(k-1)},
$$

where $R_{j}=\operatorname{diag}\left(r_{j}^{(1)}, \ldots, r_{j}^{(n)}\right)$.
The full set of local coordinates on the space $\mathcal{S}$ can be chosen as follows:

$$
\begin{equation*}
\left\{\left\{q_{\alpha}, I_{\alpha}\right\}_{\alpha=1}^{g},\left\{\mu_{j}^{(k)}, \rho_{j}^{(k)}\right\}, j=1, \ldots, m, k=1, \ldots, n-1\right\} . \tag{2.16}
\end{equation*}
$$

The symplectic form on $\mathcal{S}$ is then defined as follows:

$$
\begin{equation*}
\omega_{\mathcal{S}}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha}+\sum_{j=1}^{m} \sum_{k=1}^{n-1} \delta \rho_{j}^{(k)} \wedge \delta \mu_{j}^{(k)}, \tag{2.17}
\end{equation*}
$$

i.e., $\left(I_{\alpha}, q_{\alpha}\right)$ and $\left(\rho_{j}^{(k)}, \mu_{j}^{(k)}\right)$ form canonical pairs of Darboux coordinates.

The Poisson brackets given by the inverse of the form (2.17) look as follows:

$$
\left\{I_{\alpha}, q_{\alpha}\right\}_{\mathcal{S}}=1, \quad\left\{\rho_{j}^{(k)}, \mu_{j}^{(k)}\right\}_{\mathcal{S}}=1
$$

for $\alpha=1, \ldots, g, j=1, \ldots, m, k=1, \ldots, n-1$. All other Poisson brackets are vanishing.

## 3 Direct and inverse spectral transform

### 3.1 Direct spectral transform

Choose a base point $z_{0} \in \mathbb{C}$ and a representative $\left\{G_{j}, L_{j}\right\}$ in the equivalence class representing a point of $\mathcal{A}$ such that the matrix

$$
A(z)=\sum_{j=1}^{m} \frac{G_{j} L_{j} G_{j}^{-1}}{z-t_{j}}
$$

satisfies the condition that $A\left(z_{0}\right)$ is diagonal.
Define now the spectral curve $\mathcal{C}$ by the equation

$$
\begin{equation*}
\operatorname{det}(A(z)-y \mathbf{1})=0 \tag{3.1}
\end{equation*}
$$

Denote by $\mathcal{D}$ the locus of codimension 1 in $\mathcal{A}$ defined by the condition that the spectral curve (3.1) is non-smooth or reducible (the locus $\mathcal{D}$ depends on positions $t_{j}$ of the poles).

Let us now define the family of the spectral maps

$$
F^{\mathrm{t}}: \mathcal{A} \backslash \mathcal{D} \rightarrow \mathcal{S}
$$

which depends on positions of poles $t_{j}$. This map is labelled by the Torelli marking $\mathfrak{t}$ of the spectral curve.

Now the spectral data (i.e., a point of the space $\mathcal{S}$ ) can be constructed as follows.

### 3.1.1 Meromorphic functions $\boldsymbol{Q}_{j}$

The standard counting shows that the genus of the algebraic curve (3.1), assuming that it is non-singular and irreducible, is given by (2.11) and the number $p$ of the branch points (counting with multiplicities) is given by (2.12). The symmetric polynomials of $A(z)$ then give the rational functions $Q_{j}$ in (1.4). Since $A(z)=O\left(z^{-2}\right)$ as $z \rightarrow \infty$ (this is due to the condition $\sum_{j=1}^{m} A_{j}=0$ ), we see that $Q_{j}$ has zero of degree $2 j$ at $z \rightarrow \infty$, and, therefore, the differential $Q_{j}(\mathrm{~d} z)^{j}$ is holomorphic at $z=\infty$, as required in the definition of $\mathcal{S}$.

The Torelli marking $\mathfrak{t}$ of $\mathcal{S}$ is determined by the labeling of the map $F^{\mathfrak{t}}$.

### 3.1.2 Vector $q \in \mathbb{C}^{g}$

Introduce now the adjugate matrix $M(z, y)$ of the degenerate matrix $A(z)-y I$ (remind that $M$ is the transposed matrix of cofactors of $A(z)-y I)$.

Denote the first column of $M(z, y)$ by $\psi(x)$, which is the meromorphic vector-valued function on $\mathcal{C}$. Moreover, it is an eigenvector of $A$,

$$
A(z) \psi(x)=y \psi(x),
$$

where $x=(z, y) \in \mathcal{C}$. The poles of $\psi(x)$ have multiplicity $n-1$. They are at the points $t_{j}^{(k)}$ for $j=1, \ldots, m$ and $k=1, \ldots, n$. Therefore, the total number of poles of each component of $\psi$ on $\mathcal{C}$ is equal to $n(n-1) m$.

Moreover, each component of $\psi$ has (due to the condition $\sum A_{j}=0$ ) zeros of multiplicity $2(n-1)$ at each $\infty^{j}$.

Therefore, the divisor of the $k$ th component $\psi_{k}$ of $\mathcal{C}$ can be written as

$$
\left(\psi_{k}\right)=-(n-1) \sum_{j=1}^{m} \sum_{k=1}^{n} t_{j}^{(k)}+2(n-1) \sum_{k=1}^{n} \infty^{(k)}+D_{k},
$$

where $D_{k}$ is a positive divisor. The degree of $D_{k}$ thus equals to

$$
\operatorname{deg} D_{k}=n(n-1) m-2 n(n-1)=n(n-1)(m-2)=p=2(g+n-1) .
$$

The structure of the positive divisor $D_{k}$ can be further clarified by considering the different normalization of the eigenvector function. Namely, define

$$
\begin{equation*}
\varphi(x)=\frac{\psi(x)}{\psi_{1}(x)} . \tag{3.2}
\end{equation*}
$$

Then the divisor of the $k$ th component can be written as follows:

$$
\left(\varphi_{k}\right)=D_{k}-D_{1} .
$$

It would seem at first that $\varphi_{k}$ is a meromorphic function on $\mathcal{C}$ of degree $2(g+n-1)$. However, as we are going to show below, in fact, we have

$$
\operatorname{deg} \varphi_{k}=g+n-1,
$$

i.e., the divisor $D_{k}$ can be represented as a sum of two positive divisors,

$$
\begin{equation*}
D_{k}=\tilde{D}_{0}+\tilde{D}_{k}, \tag{3.3}
\end{equation*}
$$

where $\tilde{D}_{0}$ is independent of $k$, and $\operatorname{deg} \tilde{D}_{0}=\operatorname{deg} \tilde{D}_{k}=g+n-1$.
Consider the determinant

$$
F(z)=\operatorname{det}\left(\varphi\left(z, y_{1}\right), \ldots, \varphi\left(z, y_{n}\right)\right)^{2}
$$

The function $F(z)$ can be considered as a rational function of $z$ on the base $\mathbb{C}$. Its poles have twice the multiplicity of the pole divisor of the vector $\varphi$ on $\mathcal{C}$. Thus, we can count the degree of the poles of $\varphi$ by dividing by two the degree of poles of $F$ on $\mathbb{C}$. To compute the degree of the polar divisor of $F$ on $\mathbb{C}$, it suffices to compute the degree of its zero divisor.

All zeros of $F(z)$ are at the projections on the base $\mathbb{C}$ of the ramification points on $\mathcal{C}$ and nowhere else because the vectors $\varphi\left(z, y_{1}\right), \ldots, \varphi\left(z, y_{n}\right)$ are linearly independent whenever the eigenvalues are distinct. Therefore, the number of these zeros equals $p$, and hence the number of poles of $\varphi$ on $\mathcal{C}$ equals $p / 2=n(n-1)(m-2)$.

Let us show now that poles of $F$ on $\mathbb{C}$ coincide with the $z$-projection of the poles of some component of $\varphi(x)$ (one needs to show that if $\varphi$ has a simple pole at some $x_{p}=\left(z_{p}, y_{p}\right)$, then also $F(z)$ has a double pole $z=z_{p}$ ). According to (3.2), poles of $\varphi$ appear only from zeros of $\psi_{1}(x)$. Denote such zero (assume for simplicity that this zero is simple) by $p=\left(z_{p}, y_{p}\right)$ and assume that all other components of $\psi$ do not vanish simultaneously at $p$ with the same degree.

Consider the vector $\varphi_{p}=\left.\left(z-z_{p}\right) \varphi(x)\right|_{x=p}$. Values of $\varphi(x)$ at all other $n-1$ points having the same projection $z_{p}$ on $\mathbb{C}$ are eigenvectors $\varphi_{p}^{l}$ of the matrix $A\left(z_{p}\right)$ with different eigenvalues. Therefore, the vectors $\varphi_{p}, \varphi_{p}^{1}, \ldots, \varphi_{p}^{(l-1)}$ are linearly independent and $F(z) \sim\left(z-z_{p}\right)^{-2}(C+$ $\left.O\left(z-z_{p}\right)\right)$, thus having pole of the same first order at $z_{p}$ as $\varphi(x)$ itself.

Concluding, the degree of each component $\varphi_{k}$ can not exceed $g+n-1$ while the union of divisors of poles of all components of $\varphi$ has degree equal to $g+n-1$, leading to the splitting (3.3).

Since $\varphi(x)$ is the eigenvector of $A(z)$ corresponding to the point $x=(z, y) \in \mathcal{C}$,

$$
A(z) \varphi(z, y)=y \varphi(z, y),
$$

its values $\psi\left(z, y_{j}\right), j=1, \ldots, n$ on different sheets of $\mathcal{C}$ give the full set of eigenvalues of $A(z)$,

$$
A(z) \varphi\left(z, y_{j}\right)=y_{j}(z) \varphi\left(z, y_{j}\right)
$$

We recall that $\varphi_{1}(x)=1$ by our normalization (3.2) for the first component. Since $A\left(z_{0}\right)$ is diagonal and denoting by $z_{0}^{(j)}, j=1, \ldots, n$ the points above $z_{0}$ on the spectral curve (corresponding to the distinct eigenvalues of $\left.A\left(z_{0}\right)\right)$, it follows that the eigenvectors $\psi\left(z_{0}^{(j)}\right)$ are proportional to the elementary column vectors $\mathrm{e}_{j}=(0, \ldots, 1, \ldots, 0)^{\mathrm{T}}$ (with 1 in the $j$ th place). It then follows (due to the first component of $\psi$ in the denominator of $\varphi$ ), that for $z \rightarrow z_{0}$ and $j=2, \ldots, n$ we have the asymptotic behaviour

$$
\varphi\left(z^{(j)}\right)=\text { const } \frac{\mathrm{e}_{j}}{z-z_{0}}+\cdots
$$

Therefore, out of the $g+n-1$ poles of $\varphi(x)$ there are $n-1$ "trivial" poles at $z_{0}^{(2)}, \ldots, z_{0}^{(n)}$. Denote the complementary degree $g$ positive divisor by $\hat{D}$,

$$
\hat{D}=(\text { poles of } \varphi)-\sum_{j=2}^{n} z_{0}^{(j)}
$$

Finally, consider the canonical polygon $\hat{C}$ corresponding to the basis of cycles $\left\{a_{j}, b_{j}\right\}$ and define the vector $q$ as follows:

$$
q=\mathcal{U}_{x}(\hat{D})-\mathcal{A}_{x}\left(z_{0}^{(1)}\right)-K^{x}
$$

where $\mathcal{U}_{x}$ is the Abel map, and $K^{x}$ is the vector of Riemann constants with initial point $x$ corresponding to the same canonical basis.

### 3.1.3 Diagonal matrices $\boldsymbol{R}_{\boldsymbol{j}}$ (the "toric variables")

The choice of matrices $R_{j}$ is not unique: one can choose an arbitrary reference set $G_{j}^{0}$ of eigenvectors of each $A_{j}=G_{j} L_{j} G_{j}^{-1}$ and then define $R_{j}$ via $G_{j}=G_{j}^{0} R_{j}$. The choice of $G_{j}^{0}$ which leads to matrices $R_{j}$ which are natural from the point of view of Poisson geometry is based on relationship of eigenvectors of matrix $A(z)[8]$ with solution of the matrix Riemann-Hilbert problem with quasi-permutation monodromies [20].

First, introduce the set of generators $\gamma_{1}, \ldots, \gamma_{p}$ of $\pi_{1}\left(C P^{1} \backslash\left\{z_{j}\right\}_{j=1}^{p}, z_{0}\right)$ satisfying the relation $\gamma_{1} \cdots \gamma_{p}=$ id. Consider the homomorphism $h$ of this fundamental group to the symmetric group $S_{n}$ defined by the covering $\mathcal{S}$. Then, since all branch points $z_{j}$ are assumed to be simple, $h\left(\gamma_{j}\right)$ is a simple permutation of two sheets, which we denote by $l_{j}$ and $k_{j}$, i.e., $h\left(\gamma_{j}\right)=\left(l_{j}, k_{j}\right)$. Denote the corresponding $n \times n$ permutation matrix by $\sigma_{l_{j}, k_{j}}$.

Define monodromy matrices representation by [19, expression (4.47)] (in notations of [19] one needs to assume that all $p_{\alpha}=0$ and all $r_{n}^{(k)}=0$. The monodromy matrices are then matrices of quasi-permutation with positions of non-vanishing entries coinciding with the ones of $\sigma_{l_{j}, k_{j}}$ ). Notice that the branch points $z_{j}$ are denoted by $\lambda_{j}$ in [19].

Denote the solution of the Riemann-Hilbert problem with such monodromies normalized by $\Psi\left(z_{0}\right)=I$ by $\Psi$; this solution is given explicitly by [19, Theorem 4.7]. Define now

$$
\begin{equation*}
G_{j}^{0}=\Psi\left(t_{j}\right) \tag{3.4}
\end{equation*}
$$

According to results of [8], the matrix $\Psi(z)$ diagonalizes the matrix $A(z)$. Therefore, matrices $G_{j}^{0}$ diagonalize the matrices $A_{j}$.

Then matrices $G_{j}$ from the definition of the space $\mathcal{A}(2.1)$, which form an arbitrary set of matrices diagonilizing $A_{j}$, are related to $G_{j}^{0}$ by multiplication with some diagonal matrices $R_{j} \in \operatorname{SL}(n)$,

$$
G_{j}=G_{j}^{0} R_{j}
$$

The matrices $R_{j}$ are the toric variables from the space $\mathcal{S}$ (2.10).

### 3.2 Inverse spectral transform

The inverse spectral transform $H$ from $\mathcal{S} \backslash(\Theta)$ to $\mathcal{A}$ is defined by choosing a basepoint $z_{0} \in C$. We check a posteriori that $H$ is independent of the choice of $z_{0}$.

Starting from a point of the space $\mathcal{S}$, we define the curve $\mathcal{C}$ by equation (2.9), denote by $\pi$ the natural projection $\mathcal{C} \rightarrow C$. Introduce a fundamental polygon $\widehat{\mathcal{C}}$ of $\mathcal{C}$ and consider the Szegó kernel $S_{q}(x, y)$ (1.6). We shall denote by $z^{(k)}$ the point on $k$ th sheet of $\mathcal{C}$.

Consider a point $z_{0} \in C$ and its neighbourhood $D \subset C$ such that no branch point of $\mathcal{C}$ projects in $D$. Then

$$
\pi^{-1}(D)=D^{(1)} \cup \cdots \cup D^{(1)}
$$

where $D^{(j)} \subset \mathcal{C}$ is a disk on $j$ th sheet of $\mathcal{C}$. Assuming that $q \notin(\Theta)$, i.e., $\Theta(q) \neq 0$, consider the following function (in the fundamental polygon $\widehat{\mathcal{C}}$ of $\mathcal{C}$ ), which is holomorphic with respect to $x$ for $x \in \widehat{\mathcal{C}}$ :

$$
\begin{equation*}
\psi\left(x, x_{0}\right)=S_{q}\left(x, x_{0}\right) E_{0}\left(\pi(x), \pi\left(x_{0}\right)\right) \tag{3.5}
\end{equation*}
$$

where $x_{0}, x \in \mathcal{C}, z=\pi(x), z_{0}=\pi\left(x_{0}\right)$ and $E_{0}\left(z, z_{0}\right)$ is the prime-form on $C$,

$$
E_{0}\left(z, z_{0}\right)=\frac{z-z_{0}}{\sqrt{\mathrm{~d} z} \sqrt{\mathrm{~d} z_{0}}}
$$

On $\mathcal{C} \psi\left(x, x_{0}\right)$ has non-trivial holonomies with respect to $x$ along $b$-cycles (we consider $x$ to be the argument of $\psi\left(x, x_{0}\right)$ and $x_{0}$ as the basepoint), given by $\mathrm{e}^{2 \pi \mathrm{i} q_{j}}$.

Let us now fix some sheet, say sheet 1 , and define the following meromorphic function of degree $g+1$ on $\mathcal{C}$ :

$$
\varphi\left(x, x_{0}\right)=\frac{\psi\left(x, x_{0}\right)}{\psi\left(x, z_{0}^{(1)}\right)}=\frac{S_{q}\left(x, x_{0}\right)}{S_{q}\left(x, z^{(1)}\right)} .
$$

Remind that $z_{0}=\pi\left(x_{0}\right)$. For $x_{0} \neq z_{0}^{(1)} \varphi\left(x, x_{0}\right)$ has a pole at the pole of the numerator (i.e., at $x=x_{0}$ ) and $g$ poles at zeros of the denominator, i.e., points, where $\theta\left(A(x)-A\left(z_{0}^{(1)}\right)-q\right)=0$.

Consider also the column vector $\Psi$ given by

$$
\Psi\left(x, z_{0}\right)=\left(\psi\left(x, z_{0}^{(1)}\right), \ldots, \psi\left(x, z_{0}^{(n)}\right)\right)^{\mathrm{T}}
$$

and the corresponding column vector meromorphic function

$$
\Phi\left(x, z_{0}\right)=\frac{\Psi\left(x, z_{0}\right)}{\psi\left(x, z_{0}^{(1)}\right)}=\left(\varphi\left(x, z_{0}^{(1)}\right), \ldots, \varphi\left(x, z_{0}^{(n)}\right)\right)^{\mathrm{T}}=\left(1, \frac{S_{q}\left(x, z_{0}^{(2)}\right)}{S_{q}\left(x, z_{0}^{(1)}\right)}, \ldots, \frac{S_{q}\left(x, z_{0}^{(n)}\right)}{S_{q}\left(x, z_{0}^{(1)}\right)}\right)^{\mathrm{T}} .
$$

From the vectors $\Psi$ and $\Phi$, we construct also the matrices $\widehat{\Psi}$ and $\widehat{\Phi}$ via

$$
\begin{equation*}
\widehat{\Psi}\left(z, z_{0}\right)=\left(\Psi\left(z^{(1)}, z_{0}\right), \ldots, \Psi\left(z^{(n)}, z_{0}\right)\right) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\Phi}\left(z, z_{0}\right)=\left(\Phi\left(z^{(1)}, z_{0}\right), \ldots, \Phi\left(z^{(n)}, z_{0}\right)\right) \tag{3.7}
\end{equation*}
$$

These two matrices are related by the diagonal matrix

$$
\widehat{\Phi}\left(z, z_{0}\right)=\widehat{\Psi}\left(z, z_{0}\right) \operatorname{diag}\left(\psi^{-1}\left(z^{(1)}, z_{0}^{(1)}\right), \ldots, \psi^{-1}\left(z^{(n)}, z_{0}^{(1)}\right)\right)
$$

Define also the diagonal matrix

$$
\begin{equation*}
Y(z)=\operatorname{diag}\left(y^{(1)}(z), \ldots, y^{(n)}(z)\right) \tag{3.8}
\end{equation*}
$$

Now we are in position to formulate the following proposition (this statement is contained in [8, Corollary 3.3]; here we give an independent proof).

Proposition 3.1. The matrix $A(z)$ defined by

$$
\begin{equation*}
A(z)=\widehat{\Psi}(z) Y(z) \widehat{\Psi}(z)^{-1} \tag{3.9}
\end{equation*}
$$

or, equivalently, by

$$
A(z)=\widehat{\Phi}(z) Y(z) \widehat{\Phi}(z)^{-1}
$$

where $\widehat{\Psi}$ is given by (3.6), $\widehat{\Phi}$ is given by (3.7) and $Y$ is given by (3.8), is a meromorphic function of $z$ with simple poles at $z_{j}$, i.e., it can be represented in the form

$$
A(z)=\sum_{j=1}^{m} \frac{A_{j}}{z-t_{j}}
$$

with

$$
A_{j}=G_{j}^{0} L_{j}\left(G_{j}^{0}\right)^{-1}
$$

where

$$
L_{j}=\left.\operatorname{res}\right|_{t_{j}} Y, \quad j=1, \ldots, m
$$

and $G_{j}^{0}$ given by

$$
\begin{equation*}
\left(G_{j}^{0}\right)_{a b}=\psi\left(t_{j}^{(a)}, z_{0}^{(b)}\right), \tag{3.10}
\end{equation*}
$$

where $\psi$ is defined in terms of Szegő kernel by (3.5).
Proof. To show that $A(z)$ is a function on the base (i.e., a single-valued function of $z$ ) consider the analytic continuation of $A(z)$ along a path going around some branch point $z_{j}=\pi\left(x_{j}\right)$. Then some columns (say, number $l$ and $k$ ) of $\widehat{\Psi}$ interchange, i.e., it transforms as $\widehat{\Psi} \rightarrow \widehat{\Psi} \Pi_{k l}$, where $\Pi_{k l}$ is the permutation matrix. Simultaneously, the diagonal entries $l$ and $k$ of $Y$ also get interchanged, i.e., it transforms as $Y \rightarrow \Pi_{k l} Y \Pi_{k l}$ (notice that $\Pi_{k l}^{2}=I$ ). Thus, the matrix $A(z)$ defined by (3.9), remains invariant, and is a function of $z$. Simple poles of $A(z)$ at $t_{j}$ arise due to simple poles of function $y$ at the points $t_{j}^{(a)}$.

Now we define the inverse spectral transform $H$ as follows.
Definition 3.2. For a given point of the space $\mathcal{S}$ (2.10), consider the curve $\mathcal{C}$ (2.9) and let $L_{j}$ be given by (3.8). Define also

$$
\begin{equation*}
G_{j}=G_{j}^{0} R_{j}, \quad j=1, \ldots, m, \tag{3.11}
\end{equation*}
$$

where $G_{j}^{0}$ are defined by (3.10).
The self-consistency of this definition is proven in the next proposition.
Proposition 3.3. The set $\left\{G_{j}, L_{j}\right\}_{j=1}^{m}$ defines an element of the space $\mathcal{A}$, in particular,

$$
\begin{equation*}
\sum_{j=1}^{m} G_{j} L_{j} G_{j}^{-1}=0 \tag{3.12}
\end{equation*}
$$

Proof. To prove (3.12), we notice that $\infty^{(j)}$ are regular points of the differential $v=y \mathrm{~d} z$. Therefore, $\left.\operatorname{res}\right|_{\infty} A(z) \mathrm{d} z=0$, which implies $\sum_{j=1}^{m} A_{j}=0$.

In the sequel, we shall need the following lemma (see [20, formula (4.14)]).
Lemma 3.4. We have

$$
\begin{equation*}
\widehat{\Psi}^{-1}\left(z, z_{0}\right)=\widehat{\Psi}\left(z_{0}, z\right) \tag{3.13}
\end{equation*}
$$

and

$$
\left(\left(G_{j}^{0}\right)^{-1}\right)_{a b}=\psi\left(z_{0}^{(b)}, t_{j}^{(a)}\right) .
$$

Finally, we formulate the following proposition.
Proposition 3.5. The inverse spectral transform $H: \mathcal{S} \rightarrow \mathcal{A}$ is the inverse of the direct spectral transform (depending on Torelli marking of the spectral curve $\mathbf{t}$ ) $F^{\mathbf{t}}: \mathcal{A} \rightarrow \mathcal{S}$,

$$
F^{\mathbf{t}} \circ H=H \circ F^{\mathbf{t}}=\mathrm{id} .
$$

Proof. The non-trivial part is to check that the toric variables $R_{j}$ forming the part of the space of spectral data $\mathcal{S}$. are the same as the ones appearing in the coordinatization of the space $\mathcal{A}$. Equivalently, one needs to check that the reference sets of eigenvectors defined on the $\mathcal{A}$-side by (3.4) and on the $\mathcal{S}$-side by (3.10), are the same. This follows from construction of [19, 20] of the solution of Riemann-Hilbert problem with quasi-permutation monodromies.

## 4 Variations of Szegö kernel and summation over sheets

Here we state several properties of the Szegő kernel needed in the analysis of symplectic properties of spectral transform.

The kernel $S_{q}$ satisfies the following identity due to Fay [12]:

$$
\begin{equation*}
S_{q}(x, y) S_{q}(y, x)=-B(x, y)-\sum_{\alpha, \beta=1}^{g} \partial_{\alpha} \partial_{\beta} \log \Theta(q) v_{\alpha}(x) v_{\beta}(y), \tag{4.1}
\end{equation*}
$$

where $B(x, y)=\mathrm{d}_{x} \mathrm{~d}_{y} \log E(x, y)$ is the canonical bimeromorphic differential.
The following formula describes the variation of $S_{q}$ with respect to $q_{\alpha}, \alpha=1, \ldots, g$, $[16$, Proposition 1]:

$$
\frac{\delta}{\delta q_{\gamma}} S_{q}(x, y)=-\int_{t \in a_{\gamma}} S_{q}(x, t) S_{q}(t, y)
$$

Another fact we need is the following variational formula for Szegő kernel with respect to $I_{\alpha}=\int_{a_{\alpha}} v$ and residues of $v$ at $t_{j}^{(k)}$ (formulas of this type appeared in the theory of tau-functions of Witham hierarchies [22] as well as in the theory of deformations of the spectral curve of the Hitchin's systems [5, 9]).

Proposition 4.1. Variation of the Szegő kernel with respect to period coordinates $I_{\alpha}=\int_{a_{\alpha}}$ and coordinates $\mu_{j}^{(k)}$ (related to residues of $v$ via (2.14)) on the moduli space of spectral covers is given by the following sum of residues at the branch points:

$$
\begin{equation*}
\left.\frac{\delta}{\delta I_{\alpha}} S_{q}(x, y)\right|_{z(x), z(y)}=-\left.\frac{\pi \mathrm{i}}{2} \sum_{j=1}^{p} \operatorname{res}\right|_{t=x_{j}} \frac{v_{\alpha}(t) W_{t}\left[S_{q}(x, t), S_{q}(t, y)\right]}{\mathrm{d} z(t) \mathrm{d} y(t)} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\delta}{\delta\left(2 \pi \mathrm{i} \mu_{j}^{(k)}\right)} S_{q}(x, y)\right|_{z(x), z(y)}=-\left.\frac{\pi \mathrm{i}}{2} \sum_{j=1}^{p} \operatorname{res}\right|_{t=x_{j}} \frac{w_{t_{j}^{(k)}, t_{j}^{(k-1)}}(t) W_{t}\left[S_{q}(x, t), S_{q}(t, y)\right]}{\mathrm{d} z(t) \mathrm{d} y(t)} \tag{4.3}
\end{equation*}
$$

where the $z$-coordinates of the points $x$ and $y$ are kept constant under differentiation and $W_{t}$ is the Wronskian determinant with respect to variable $t$, $p=n(n-1)(m-2)(2.12)$ is the number of branch points. Here $w_{x, y}(t)$ denotes the differential of the third kind with residues $\pm 1$ at $x$ and $y, w_{x, y}(t)$ is normalized by condition $\int_{t \in a_{\alpha}} w_{x, y}(t)=0$ where it is assumed that the choice of the cycle $a_{\alpha}$ in $H_{1}(\mathcal{C} \backslash\{x, y\})$ is the same as the one used in the computation of the period $I_{\alpha}$.

Proof. The proof is based on the variational formula for the Szegő kernel on the moduli space of meromorphic Abelian differentials (see [16, Section 2.2 and Proposition 2], based on formalism of $[18,20])$. Namely, denote by $\mathcal{H}_{g}^{k}$ the moduli space of pairs $(\mathcal{C}, v)$, where $\mathcal{C}$ is a Riemann surface of genus $g$ and $v$ is an abelian differential with $k$ simple poles at $y_{1}, \ldots, y_{k}$ and $r=2 g-2+k$ simple zeros at $x_{1}, \ldots, x_{r}$. The homological coordinates on $\mathcal{H}_{g}^{k}$ are defined as periods of $v$ over a basis $\left\{s_{i}\right\}$ in the relative homology group $H_{1}\left(\mathcal{C} \backslash\left\{y_{i}\right\}_{i=1}^{k},\left\{x_{j}\right\}_{j=1}^{r}\right)$. We denote the dual basis in the dual relative homology group $H_{1}\left(\mathcal{C} \backslash\left\{x_{j}\right\}_{j=1}^{r},\left\{y_{i}\right\}_{i=1}^{k}\right)$ by $\left\{s_{i}^{*}\right\}$ with the intersection index $s_{i}^{*} \circ s_{j}=\delta_{i j}$. Then variational formulas from [16] look as follows:

$$
\begin{equation*}
\frac{\delta}{\delta\left(\int_{s_{i}} v\right)} S_{q}(x, y)=\frac{1}{4} \int_{t \in s_{i}^{*}} \frac{W_{t}\left[S_{q}(x, t), S_{q}(t, y)\right]}{v(t)} \tag{4.4}
\end{equation*}
$$

where $W_{t}[f(t), g(t)]=f^{\prime} g-f g^{\prime}$ is the Wronskian, and the differentiation is performed keeping $\int_{x_{1}}^{x} v$ and $\int_{x_{1}}^{y} v$ constant for some choice of the "first" branch point $x_{1}$.

On the other hand, according to the approach of [6], the space of spectral curves with simple branch points (the assumption of simplicity can be omitted if necessary, as in the $\mathrm{SL}(2)$ case) can be naturally imbedded in the space $\mathcal{H}_{g}^{k}$ with $k=n m$. On the space of spectral curves we identify $v$ with the differential $y \mathrm{~d} z$. The poles $y_{j}$ of $v$ are identified with points $t_{j}^{(k)}$ for all $j=1, \ldots, m$ and $k=1, \ldots, n$. Moreover, the $b$-periods of $y \mathrm{~d} z$, as well as integrals of $y \mathrm{~d} z$ between branch points become dependent on its $a$-periods $\left\{I_{\alpha}\right\}_{\alpha=1}^{g}$ and residue variables $\mu_{j}^{(k)}$. Then the formulas (4.2) and (4.3) can be derived from (4.4) in complete analog to the proof of Theorem 4.3 of [6] dealing with variation of holomorphic abelian differentials.

Finally, we shall need the following.
Lemma 4.2. Let the points $x, y$ and $z^{(j)}$ for some $x, y \in \mathcal{C}$ and $z \in \mathbb{C}$ lie in the same fundamental polygon of $\mathcal{C}$. Then the following identity holds:

$$
\sum_{i=1}^{n} S_{q}\left(x, z^{(i)}\right) S_{q}\left(z^{(i)}, y\right)=S_{q}(x, y)\left(\frac{1}{z(x)-z}-\frac{1}{z(y)-z}\right) \mathrm{d} z
$$

Proof. The left-hand side is the 1 -form in $z$ depending only on the point of the base. It has simple poles at $z=z(x)$ and $z=z(y)$. The coefficient can depend only on $x$ and $y$ and must be $S_{q}(x, y)$ due to the singularity structure at $x=z^{(i)}$ and $y=z^{(i)}$.

## 5 Spectral transform as symplectomorphism

Here we prove that the spectral transform is a symplectomorphism, and, moreover, explicitly compute the symplectic potential $\theta_{\mathcal{A}}$ in terms of canonical coordinates on the space $\mathcal{S}$.

Theorem 5.1. The symplectic potential $\theta_{\mathcal{A}}(2.3)$, where $G_{j}$ are given by (3.11) and (3.10), takes the following form in terms of spectral variables:

$$
\theta_{\mathcal{A}}=\sum_{\alpha=1}^{g} I_{\alpha} \delta q_{\alpha}+\sum_{j=1}^{m} \sum_{k=1}^{n-1} \mu_{j}^{(k)} \delta \rho_{j}^{(k)} .
$$

Proof. Let us first observe that the symplectic potential $\theta_{\mathcal{A}}(2.3)$, where $G_{j}$ are given by (3.11) and (3.10), can be expressed via the matrices $\widehat{\Psi}(z)(3.6)$ and $Y(z)(3.8)$ by residue theorem as follows:

$$
\theta_{\mathcal{A}}=\sum_{j=1}^{m} \text { rest } \operatorname{tr}\left(Y \widehat{\Psi}^{-1} \delta \widehat{\Psi}\right) \mathrm{d} z+\sum_{j=1}^{m} \sum_{k=1}^{n-1} \mu_{j}^{(k)} \delta \rho_{j}^{(k)} .
$$

The definition (3.6) of $\widehat{\Psi}$ can be written as

$$
\widehat{\Psi}_{a b}\left(z, z_{0}\right)=\psi\left(z^{(b)}, z_{0}^{(a)}\right),
$$

where $\psi\left(x, x_{0}\right)$ is expressed via Szegő kernel via (3.5).
Due to (3.13), we have

$$
\left(\widehat{\Psi}^{-1}\right)_{a b}=\psi\left(z_{0}^{(b)}, z^{(a)}\right) .
$$

Consider now three different types of contributions to $\theta_{\mathcal{A}}$.
Contribution of $\boldsymbol{\delta} \boldsymbol{q}_{\alpha}$. We have

$$
\begin{aligned}
\left(\widehat{\Psi}^{-1}(z) \delta_{q_{\alpha}} \widehat{\Psi}(z)\right)_{a a} & =\frac{\left(z-z_{0}\right)^{2}}{\mathrm{~d} z \mathrm{~d} z_{0}} \sum_{b=1}^{n} \oint_{t \in a_{\gamma}} S_{q}\left(z^{(a)}, t\right) S_{q}\left(t, z_{0}^{(b)}\right) S_{q}\left(z_{0}^{(b)}, z^{(a)}\right) \stackrel{\text { Lemma } 4.2}{=} \\
& =\frac{\left(z-z_{0}\right)^{2}}{\mathrm{~d} z} \oint_{t \in a_{\alpha}} S_{q}\left(z^{(a)}, t\right) S_{q}\left(t, z^{(a)}\right)\left(\frac{1}{z(t)-z_{0}}-\frac{1}{z-z_{0}}\right)
\end{aligned}
$$

Recall now that $y: \mathcal{C} \rightarrow \mathbb{C}$ is a meromorphic function with simple poles at the $m n$ points above $t_{j}^{(a)}$. The singular parts are

$$
y(x)=\frac{\lambda_{j}^{(k)}}{z(x)-t_{j}} \quad \text { as } x \rightarrow t_{j}^{(a)}
$$

The contribution of $\delta q_{\alpha}$ to $\theta_{\mathcal{A}}$ is therefore given by

$$
\begin{aligned}
\theta_{\mathcal{A}}\left(\delta_{q_{\alpha}}\right) & =\left.\sum_{j=1}^{m} \sum_{a=1}^{n} \operatorname{res}\right|_{x=t_{j}^{(a)}}\left[y(x)\left(z(x)-z_{0}\right)^{2} \oint_{t \in a_{\alpha}} S_{q}(x, t) S_{q}(t, x)\left(\frac{1}{z(t)-z_{0}}-\frac{1}{z(x)-z_{0}}\right)\right] \\
& =\sum_{j=1}^{m} \sum_{a=1}^{n} \operatorname{res}_{x=t_{j}^{(a)}} y(x) \oint_{t \in a_{\alpha}} S_{q}(x, t) S_{q}(t, x)\left(\frac{\left(z(x)-z_{0}\right)^{2}}{z(t)-z_{0}}-\left(z(x)-z_{0}\right)\right) .
\end{aligned}
$$

The integration contours $a_{\alpha}$ in the $t$-variable can be chosen so as not to intersect the integration contours for the residues in the $x$-variable and hence the integrand is regular. Using Fubini's theorem, we can exchange the order of integrations

$$
\theta_{\mathcal{A}}\left(\partial_{q_{\alpha}}\right)=\oint_{t \in a_{\alpha}} \sum_{j=1}^{m} \sum_{a=1}^{n} \operatorname{res} x t_{j}^{(a)} y(x) S_{q}(x, t) S_{q}(t, x)(z(x)-z(t)) \frac{z(x)-z_{0}}{z(t)-z_{0}} .
$$

The sum over the residues is the sum over all poles above the $t_{j}$ 's of the differential (in the $x$ variable)

$$
\begin{equation*}
y(x) S_{q}(x, t) S_{q}(t, x)(z(x)-z(t)) \frac{z(x)-z_{0}}{z(t)-z_{0}} . \tag{5.1}
\end{equation*}
$$

Due to (4.1), this differential has only one additional simple pole at $x=t$ (taking into account the asymptotics of $B(x, t)$ on the diagonal), with residue

$$
\underset{x=t}{\operatorname{res}}\left[y(x) S_{q}(x, t) S_{q}(t, x)(z(x)-z(t)) \frac{z(x)-z_{0}}{z(t)-z_{0}}\right]=-y(t) \mathrm{d} z(t) .
$$

The differential (5.1) does not have poles at $x=\infty^{(a)}, a=i, \ldots, n$ because, even if $z(x)$ has simple poles at these points, the function $y(x)$ has double zeros there (such that $v=y \mathrm{~d} z$ is regular at infinities).

Thus we can use Cauchy's residue theorem and get

$$
\theta_{\mathcal{A}}\left(\partial_{q_{\alpha}}\right)=\oint_{a_{\alpha}} y \mathrm{~d} z=I_{\alpha} .
$$

Contribution of $\boldsymbol{\delta}_{\boldsymbol{I}_{\alpha}}$. Using variational formulas (4.2), we get

$$
\left(\Psi^{-1} \delta_{I_{\alpha}} \Psi\right)_{a a}(z)=\left.\sum_{c=1}^{n} \frac{S_{q}\left(z_{0}^{(c)}, x\right)}{\mathrm{d} z(x)}\left(\left.\frac{\pi \mathrm{i}}{2} \sum_{x_{i}} \operatorname{res}\right|_{t=x_{i}} \frac{v_{\alpha}(t) W_{t}\left[S_{q}(x, t), S_{q}\left(t, z_{0}^{(c)}\right)\right]}{\mathrm{d} y(t) \mathrm{d} z(t)}\right)\right|_{x=z^{(a)}} .
$$

Therefore,

$$
\begin{aligned}
& \theta_{\mathcal{A}}\left(\partial_{I_{\alpha}}\right)=\sum_{j=1}^{m} \sum_{a=1}^{n} \lambda_{j}^{(a)}\left(\Psi^{-1} \delta_{I_{\alpha}} \Psi\right)_{a a} \\
& =\frac{\pi \mathrm{i}}{2} \sum_{\ell=1}^{m} \sum_{a=1}^{n} \underset{x=t_{\ell}^{(a)}}{\operatorname{res}}\left(\sum_{x_{i} \in b . p t s} \underset{t=x_{i}}{\operatorname{res}} y(x) \frac{v_{\alpha}(t) W_{t}\left[S_{q}(x, t), S_{q}(t, x) \frac{(z(x)-z(t))\left(z(x)-z_{0}\right)}{z(t)-z_{0}}\right]}{\mathrm{d} y(t) \mathrm{d} z(t)}\right) .
\end{aligned}
$$

Once again, we can swap the order of residues because the branch-points are away from the points $t_{j}^{(a)}$. One can verify that the differential of $x$ in the inmost residue has poles only above the $t_{j}$ 's and at $x=t$. The residue at $x=t$ can be computed using the following relation which can be verified using the local expansion of $S_{q}(x, t)$ near the diagonal (one needs to use the coordinate $z(x)$ and observe that the second argument of the Wronskian is non-singular at $x=t$ ):

$$
\underset{x=t}{\operatorname{res}}\left(y(x) W_{t}\left[S_{q}(x, t), S_{q}(t, x) \frac{(z(x)-z(t))\left(z(x)-z_{0}\right)}{z(t)-z_{0}}\right]\right)=\mathrm{d} y(t) \mathrm{d} z(t)
$$

Therefore,

$$
\theta_{\mathcal{A}}\left(\delta_{I_{\alpha}}\right)=\frac{\pi \mathrm{i}}{2} \sum_{x_{i}} \underset{t=x_{i}}{\text { res }} v_{\alpha}(t)=0 .
$$

Contribution of $\delta \mu_{j}^{(\boldsymbol{k})}$. To compute this contribution to $\theta_{\mathcal{A}}$, one can repeat the previous computation using (4.3). This boils down to replacing $v_{\alpha}$ by $w_{t_{j}^{(k)}, t_{j}^{(k-1)}}$. The end result is

$$
\theta_{\mathcal{A}}\left(\delta_{\mu_{j}^{(k)}}\right)=\frac{\pi \mathrm{i}}{2} \sum_{x_{i}} \operatorname{res} w_{i=x_{i}} w_{t_{j}^{(k)}, t_{j}^{(k-1)}}
$$

which vanishes due to the genericity assumption that none of the branch points $x_{j}$ project to the poles $t_{k}$.

The following corollary provides a set of canonical Darboux coordinates on the space $\mathcal{A}$.
Corollary 5.2. The symplectic form $\omega_{\mathcal{A}}$ on the space $\mathcal{A}$ coincides with the (pullback under the spectral transform) of the symplectic form $\omega_{\mathcal{S}}$ on the space of spectral data $\mathcal{S}$ (2.10). Therefore, $\omega_{\mathcal{A}}$ can be written in terms of spectral variables (2.16) as follows:

$$
\begin{equation*}
\omega_{\mathcal{A}}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha}+\sum_{j=1}^{m} \sum_{k=1}^{n-1} \delta \mu_{j}^{(k)} \wedge \delta \rho_{j}^{(k)} . \tag{5.2}
\end{equation*}
$$

Notice that this corollary gives the set of Darboux coordinates for the symplectic form $\omega_{\mathcal{A}}$, which is defined on a bigger space than the symplectic forms considered in [1] or [4]. Moreover, even if one ignores this extension and restrict (5.2) to symplectic leaves of the usual KirillovKostant bracket, we get the form

$$
\omega_{\mathcal{A}}^{0}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha},
$$

i.e., $\left(I_{\alpha}, q_{\alpha}\right)$ are Darboux coordinates for the symplectic form $\omega_{\mathcal{A}_{0}}^{L}$ on the symplectic leaf of the space $\mathcal{A}$. It is this form which was studied in previous works [4].

However $\left\{I_{\alpha}, q_{\alpha}\right\}_{\alpha=1}^{g}$ are not the previously known Darboux coordinates on $\omega_{\mathcal{A}_{0}}^{L}$ described in say [4, Section 5.11]: while the periods $I_{\alpha}$ are the same, the coordinates $q_{\alpha}$ differ from the ones of [4] by components of the vector of Riemann constants. To discuss the link of our scheme to the well-known textbook results we need to analyze the dependence of this vector of Riemann constants on moduli.

## 6 Variations of vector of Riemann constants

Here we describe variations of the vector of Riemann constants with respect to moduli $I_{\alpha}$ of the spectral curve by combining results of $[6,18]$.

To formulate these formulas, we need to define the following object, denoted $\sigma(x, y)$ [13] (see also [18, formula (2.15)]):

$$
\sigma(x, y)=\left(\frac{c(x)}{c(y)}\right)^{1 /(1-g)} .
$$

Here $c(x)$ is the following fundamental (multi-valued) $g(1-g) / 2$-differential on $\mathcal{C}$ :

$$
c(x)=\frac{1}{\mathcal{W}\left[v_{1}, \ldots, v_{g}\right](x)} \sum_{\alpha_{1}, \ldots, \alpha_{g}=1}^{g} \frac{\partial^{g} \Theta\left(K^{x}\right)}{\partial z_{\alpha_{1}} \cdots \partial z_{\alpha_{g}}} v_{\alpha_{1}} \cdots v_{\alpha_{g}}(x),
$$

where

$$
\mathcal{W}\left[v_{1}, \ldots, v_{g}\right](x)=\operatorname{det}_{1 \leq \alpha, \beta \leq g}\left\|v_{\beta}^{(\alpha-1)}(x)\right\|
$$

is the Wronskian determinant of holomorphic differentials at the point $x$.
Proposition 6.1. Let $x \in \mathcal{C}$ be a point such that $\pi(x)$ is independent of coordinates $I_{\alpha}$ and $\mu_{j}^{(k)}$ on the moduli space of spectral curves. Then the following variational formulas hold:

$$
\begin{equation*}
\left.\frac{\delta K_{\beta}^{x}}{\delta I_{\alpha}}\right|_{z(x)}=\left.\sum_{j=1}^{p} \operatorname{res}\right|_{t=x_{j}} \frac{v_{\alpha}(t) v_{\beta}(t) \mathrm{d}_{t} \log \frac{\sigma\left(t, x_{0}\right) E(t, x)^{g-1}}{\sqrt{v(t)}}}{\mathrm{d} z(t) \mathrm{d} y(t)} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\delta K_{\alpha}^{x}}{\delta \mu_{j}^{(k)}}\right|_{z(x)}=\left.\sum_{j=1}^{p} \operatorname{res}\right|_{t=x_{j}} \frac{v_{\alpha}(t) w_{t_{j}^{(k)}, t_{j}^{(k-1)}}(t) \mathrm{d}_{t} \log \frac{\sigma\left(t, x_{0}\right) E(t, x)^{g-1}}{\sqrt{v(t)}}}{\mathrm{d} z(t) \mathrm{d} y(t)} \tag{6.2}
\end{equation*}
$$

Proof. The formula (2.58) of [18] gives the variation of $K^{x}$ on the space of holomorphic abelian differentials; the straightforward extension to spaces of meromorphic abelian differentials with simple poles described in [16] gives the formula, which in notations of the proof of Proposition 4.1 look as follows:

$$
\begin{equation*}
\left.\frac{\partial K_{\beta}^{x}}{\partial\left(\int_{s_{j}} v\right)}\right|_{z(x)}=\frac{1}{2 \pi \mathrm{i}} \oint_{s_{j}^{*}} \frac{v_{\beta}(t)}{v(t)} \mathrm{d}_{t} \log \frac{\sigma\left(t, x_{0}\right) E(t, x)^{g-1}}{\sqrt{v(t)}} \tag{6.3}
\end{equation*}
$$

Similarly to the proof or Proposition 4.1, the variational formulas (6.1) and (6.2) follow from (6.3) by the application of the formalism of [6].

The formula (6.1) implies the following immediate corollary which we are going to need below.
Corollary 6.2. Let $x \in \mathcal{C}$ be a point such that $\pi(x)$ is independent of coordinates $I_{\alpha}$. Then the vector of Riemann constants satisfies

$$
\begin{equation*}
\frac{\delta K_{\alpha}^{x}}{\delta I_{\beta}}=\frac{\delta K_{\beta}^{x}}{\delta I_{\alpha}} \tag{6.4}
\end{equation*}
$$

Therefore, there exists a potential $F^{x}$ satisfying

$$
\begin{equation*}
\frac{\delta F^{x}}{\delta I_{\alpha}}=K^{x} \tag{6.5}
\end{equation*}
$$

At the moment we don't know how to compute $F^{x}$ explicitly outside of hyperelliptic locus.

## 7 Reduction to symplectic leaves of Kirillov-Kostant bracket

Let us now discuss the relation of our results to the existing results concerning the Darboux coordinates on the symplectic leaves of the Kirillov-Kostant Poisson structure (we refer to [4] and references therein for systematic description of previous results).

Consider the space $\mathcal{A}_{0}$ defined as

$$
\mathcal{A}_{0}=\left\{\left\{A_{j}\right\}_{j=1}^{m}, \sum_{j=1}^{m} A_{j}=0\right\} / \sim,
$$

where $A_{j} \in \mathfrak{s l}(n)$ and the equivalence relation $\sim$ identifies the sets $A_{j}$ 's which differ by a simultaneous conjugation $A_{j} \rightarrow S A_{j} S^{-1}$ with $S \in \mathrm{SL}(n)$.

The Poisson structure on $\mathcal{A}_{0}$ is given by the Kirillov-Kostant bracket for each $A_{j}$,

$$
\begin{equation*}
\left\{A_{j}^{a}, A_{j}^{b}\right\}=f_{c}^{a b} A_{j}^{c} \tag{7.1}
\end{equation*}
$$

with all other brackets vanishing. The bracket (7.1) is induced by the bracket (2.7) on the space $\mathcal{A}$ under the natural map $\mathcal{A} \rightarrow \mathcal{A}_{0}$ defined by $A_{j}=G_{j} L_{j} G_{j}^{-1}$.

In contrast to the bracket (2.7) which is non-degenerate on $\mathcal{A}$, the bracket (7.1) on $\mathcal{A}_{0}$ is degenerate with Casimirs given by the eigenvalues $\lambda_{j}^{k}$ of matrices $A_{j}$. On symplectic leaves $\mathcal{A}_{0}^{L}$
defined by $L_{j}=$ const, the Poisson structure can be inverted. This gives the symplectic form $\omega_{\mathcal{A}_{0}}^{L}$ defined by the first term in (2.2),

$$
\begin{equation*}
\omega_{\mathcal{A}_{0}}^{L}=\operatorname{tr} \sum_{j=1}^{m} \delta G_{j} G_{j}^{-1} \wedge L_{j} \delta G_{j} G_{j}^{-1} \tag{7.2}
\end{equation*}
$$

The form (7.2) is independent of the choice of eigenvectors $G_{j}$ of matrices $A_{j}$.
The space of spectral data corresponding to the space $\mathcal{A}_{0}^{L}$ is obtained from the space $\mathcal{S}$ (2.10) by omitting the variables $R_{j}$,

$$
\mathcal{S}=\left\{\left\{Q_{j}\right\}_{j=2}^{n}, q \in \mathbb{C}^{g}\right\} .
$$

On symplectic leaves $\mathcal{S}^{L}$ in $\mathcal{S}$, defined by conditions res $\left.\right|_{t_{k}^{(j)}}=$ const for all $k$ and $j$, the canonical symplectic form is obtained by restriction of $\omega_{S}$ (2.17),

$$
\omega_{\mathcal{S}}^{L}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha}
$$

Now Corollary 5.2 implies that the pullback of the form $\omega_{\mathcal{S}}$ under the spectral transform $\mathcal{A}_{0}^{L} \rightarrow \mathcal{S}^{L}$ coincides with $\omega_{\mathcal{A}_{0}}^{L}$.
Proposition 7.1. The periods $I_{\alpha}$ and the components $q_{\alpha}$ of the vector $q$ are Darboux on the symplectic leaf of the space $\mathcal{A}_{0}$,

$$
\begin{equation*}
\omega_{\mathcal{A}_{0}}^{L}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha} \tag{7.3}
\end{equation*}
$$

The Darboux coordinates given by proposition (7.1) are similar to the known action-angle variables $\left(\left(I_{i}, \theta_{i}\right)\right.$ variables in (5.75) of [4]). However, they are not really the same. Namely, the actions $I_{\alpha}$ are the same while the coordinates $q_{\alpha}$ differ from $\theta_{i}$ of [4]. To deduce [4, formula (5.75)] from (7.3), one needs to use Corollary 6.2 which implies the proposition.

Proposition 7.2. Define the vector $\gamma^{x} \in \mathbb{C}^{g}$ by

$$
\gamma^{x}=q+K^{x}
$$

for any $x$ such that $\pi(x)$ remains constant under variation of moduli (in particular, one can choose $x=z_{0}^{(j)}$ for any $j$ ). Then the form $\omega_{\mathcal{A}_{0}}^{L}$ can also be written as

$$
\omega_{\mathcal{A}_{0}}^{L}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta \gamma_{\alpha}^{x} .
$$

Proof. Since the vector of Riemann constants depends only on the moduli $I_{\alpha}$ of the spectral curve, we get

$$
\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta \gamma_{\alpha}^{x}=\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta q_{\alpha}+\sum_{\alpha=1}^{g} \delta I_{\alpha} \wedge \delta K_{\alpha}^{x}
$$

The last sum equals

$$
\sum_{\alpha<\beta}\left(\frac{\delta K_{\alpha}^{x}}{\delta I_{\beta}}-\frac{\delta K_{\beta}^{x}}{\delta I_{\alpha}}\right) \delta I_{\alpha} \wedge \delta I_{\beta}
$$

which vanishes due to (6.4).

The variables $\left(I_{\alpha}, \gamma_{\alpha}^{x}\right)$ are the traditional action-angle variables described in [4, Secton 5.11] $\left(\gamma_{\alpha}^{x}\right.$ are denoted there by $\left.\theta_{i}\right)$. The advantage of the variables $q_{\alpha}$ over $\gamma_{\alpha}^{x}$ is that the former are intrinsic, i.e., the vector $q$ is determined uniquely by a point of the space $\mathcal{A}$ (in particular, $q$ independent of he choice of the point $z_{0}$ used in our explicit construction of the direct spectral transform). On the other hand, the vector $\gamma^{x}=q+K^{x}$ depends on the point $x$ (as long as the projection $z(x)$ remains moduli-independent), i.e., there is the one-parametric family of the angle variables $\gamma_{\alpha}^{x}$ which are related by

$$
\gamma^{\tilde{x}}=\gamma^{x}+(g-1) \mathcal{U}_{x}(\tilde{x})
$$

On the symplectic leaves $\mathcal{A}_{0}^{L}$ within the space $\mathcal{A}_{0}$ both sets $\left(I_{\alpha}, q_{\alpha}\right)$ are $\left(I_{\alpha}, \gamma_{\alpha}^{x}\right)$ give Darboux coordinates for $\omega_{\mathcal{A}_{0}}^{L}$. However, on the extended space $\mathcal{A}$ this is not the case any more. Since the vector $K^{x}$ non-trivially depends on eigenvalue coordinates $\mu_{j}^{(k)}$, in the set of Darboux coordinates on $\mathcal{A}$ given by $\left(I_{\alpha}, q_{a}, \mu_{j}^{(k)} \rho_{j}^{(k)}\right)$ one can not replace $q_{\alpha}$ 's by $\gamma_{\alpha}^{x}$. The symplectic form $\omega_{\mathcal{A}}$ in the coordinates $\left(I_{\alpha}, \gamma_{\alpha}^{x}, \mu_{j}^{(k)} \rho_{j}^{(k)}\right)$ does not have canonical form, or even constant coefficients.

On the symplectic leaf $\mathcal{A}_{0}^{L}$, where both sets $\left(q_{\alpha}, I_{\alpha}\right)$ and $\left(\gamma_{\alpha}^{x}, I_{\alpha}\right)$ provide Darboux coordinates, the generating function between them can be defined by the difference of the corresponding symplectic potentials

$$
\delta F^{x}=\sum_{\alpha=1}^{g} \gamma_{\alpha}^{x} \delta I_{\alpha}-\sum_{\alpha=1}^{g} q_{\alpha} \delta I_{\alpha}=\sum_{\alpha=1}^{g} K_{\alpha} \delta I_{\alpha}
$$

The function $F^{x}$ is therefore nothing but the potential (6.5) for the vector of Riemann constants which we do not know in general. However, $F^{x}$ can be easily computed in the hyperelliptic case.

Remark 7.3. Symplectic properties of spectral transform for various operators (both finitedimensional and infinite-dimensional) were extensively studied in the theory of integrable systems and summarized in various textbooks. We refer here to [4, 11].

We would like to point out some connection (or lack thereof) of our results to previous ones. First, we remind that the form

$$
\begin{equation*}
\omega=\operatorname{tr} \delta G G^{-1} \wedge L \delta G G^{-1} \tag{7.4}
\end{equation*}
$$

is the symplectic form on the symplectic leaf $L=$ const of the Poisson-Lie-Kirillov-Kostant(Souriau) bracket on the space of matrices $A=G L G^{-1}$ (with $L$ the diagonal form of $A$ ). The 1-form

$$
\theta=\operatorname{tr} L G^{-1} \delta G
$$

is the corresponding symplectic potential. This relation between the form (7.4) and the PLKKS bracket has been known since the 1993 paper [3].

The form (7.4) was later used as a building block of various symplectic forms in the theory of finite and infinite-dimensional integrable systems. For example, in the paper by Krichever and Phong [24] both $G$ and $L$ were considered as power series or polynomials of the spectral parameter, and the actual symplectic form was given by the residue of the expression (7.4) at infinity. Similarly, in more recent paper by Krichever [23] both $G$ and $L$ were depending on a point of a Riemann surface such that the expression (7.4) becomes a meromorphic differential there. To get the actual symplectic form this differential needs to be integrated over a closed contour (around a pole with residue, or one of homology cycles).

In this paper the phase space is a direct sum of several copies of elementary phase spaces endowed with the form (7.4). This form becomes symplectic on the full phase space after
an addition of the terms which give the non-degenerate extension of the PLKKS bracket (see the second term in (2.5)).

Thus the objects we are dealing with in this paper are different from the ones considered before. Our results on symplectic properties of the spectral transform for rational matrices look similar, but are actually also different from the previous ones (we get a new set of spectral Darboux coordinates). Finally, the methods that we apply here (the variational formulas on Riemann surfaces) were not used in this context before. The variational formulas for Szegő kernel in fact seem to be new.
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