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Abstract. This work provides the general framework for obtaining strong Szegő limit the-
orems for multi-bordered, semi-framed, framed, and multi-framed Toeplitz determinants,
extending the results of Basor et al. (2022) beyond the (single) bordered Toeplitz case. For
the two-bordered and also the semi-framed Toeplitz determinants, we compute the strong
Szegő limit theorems associated with certain classes of symbols, and for the k-bordered
(k ≥ 3), framed, and multi-framed Toeplitz determinants we demonstrate the recursive fash-
ion offered by the Dodgson condensation identities via which strong Szegő limit theorems
can be obtained. One instance of appearance of semi-framed Toeplitz determinants is in
calculations related to the entanglement entropy for disjoint subsystems in the XX spin
chain (Brightmore et al. (2020) and Jin–Korepin (2011)). In addition, in the recent work
Gharakhloo and Liechty (2024) and in an unpublished work of Professor Nicholas Witte,
such determinants have found relevance respectively in the study of ensembles of noninter-
secting paths and in the study of off-diagonal correlations of the anisotropic square-lattice
Ising model. Besides the intrinsic mathematical interest in these structured determinants,
the aforementioned applications have further motivated the study of the present work.
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1 Introduction

For ϕ ∈ L1(T), denote the n× n (pure) Toeplitz matrix by Tn[ϕ] and its determinant by

Dn[ϕ] = detTn[ϕ] ≡ det
0≤j,k≤n−1

{ϕj−k}, (1.1)

where

ϕj =

∫
T
ϕ(ζ)ζ−j dζ

2πiζ
, j ∈ Z,

is the j-th Fourier coefficient of ϕ, and T denotes the unit circle oriented in the counterclockwise
direction.

This work is mainly concerned with two distinct structural deformations of Toeplitz determi-
nants, being (multi-)bordered and (multi-)framed Toeplitz determinants. A bordered Toeplitz
determinant with the bulk symbol ϕ and the border symbol ψ is of the form

DB
n [ϕ;ψ] := det


ϕ0 ϕ1 · · · ϕn−2 ψn−1

ϕ−1 ϕ0 · · · ϕn−3 ψn−2
...

...
. . .

...
...

ϕ1−n ϕ2−n · · · ϕ−1 ψ0

 , n ≥ 2. (1.2)

While a framed-Toeplitz determinant with the bulk symbol ϕ and the border symbols ξ, ψ, η,
and γ is of the form

Fn [ϕ; ξ, ψ, η, γ;a4] := det



a1 ξ0 ξ1 · · · ξn−3 a2
γ0 ϕ0 ϕ−1 · · · ϕ−n+3 ψn−3

γ1 ϕ1 ϕ0 · · · ϕ−n+4 ψn−4
...

...
...

. . .
...

...
γn−3 ϕn−3 ϕn−4 · · · ϕ0 ψ0

a4 ηn−3 ηn−4 · · · η0 a3


, n ≥ 3, (1.3)
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where a4 denotes the ordered set {a1, a2, a3, a4}, and ak’s are arbitrary complex numbers,
k = 1, . . . , 4.

Throughout this work, by the boldfaced fm we also denote {fℓ}mℓ=1, fℓ ∈ L1(T), a vector
of border symbols. For a bulk symbol ϕ ∈ L1(T), m ∈ N and n ≥ m + 1, define the n × n
multi-bordered Toeplitz matrix generated by ϕ and ψm as the matrix whose last m columns
are generated respectively by the Fourier coefficients of ψ1, . . . , ψm and the remaining rectangu-
lar n× (n−m) submatrix is of Toeplitz structure, generated by the symbol ϕ. More precisely,

DB
n [ϕ;ψm] := det


ϕ0 ϕ1 · · · ϕn−m−1 ψ1,n−1 · · · ψm,n−1

ϕ−1 ϕ0 · · · ϕn−m−2 ψ1,n−2 · · · ψm,n−2
...

...
...

...
... · · ·

...
ϕ−n+1 ϕ−n+2 · · · ϕ−m ψ1,0 · · · ψm,0

 , (1.4)

where fj is again the j-th Fourier coefficient of f ∈ {ϕ, ψ1, . . . , ψm}. Instead of the nota-
tion DB

n [ϕ;ψm] in (1.4), we occasionally use DB
n [ϕ;ψ1, ψ2, . . . , ψm] to avoid confusion in the

order of the borders.1

Similarly we can define a multi-framed Toeplitz determinant F
(m)
n [ϕ; ξm,ψm,ηm,γm;a4m],

with a4m = {a1, . . . , a4m}. For m ∈ N (the number of frames) and n ≥ 2m+1, the n×n multi-
framed Toeplitz matrix generated by ϕ, ξm, ψm, ηm and γm is comprised of an (n−2m)×(n−2m)
Toeplitz matrix generated by ϕ in addition to the m frames surrounding it generated by the
Fourier coefficients of the symbols in the sets ξm, ψm, ηm and γm, where the four border
symbols ξℓ, ψℓ, ηℓ, and γℓ generate the entries on the ℓ-th frame, 1 ≤ ℓ ≤ m.

For example, here we show the determinant F
(3)
n [ϕ; ξ3,ψ3,η3,γ3;a12] with colored entries

for easier interpretation:

det



a9 ξ3,n−3 ξ3,n−4 ξ3,n−5 ξ3,n−6 · · · ξ3,2 ξ3,1 ξ3,0 a10
γ3,n−3 a5 ξ2,n−5 ξ2,n−6 ξ2,n−7 · · · ξ2,1 ξ2,0 a6 ψ3,0

γ3,n−4 γ2,n−5 a1 ξ1,n−7 ξ1,n−8 · · · ξ1,0 a2 ψ2,0 ψ3,1

γ3,n−5 γ2,n−6 γ1,n−7 ϕ0 ϕ−1 · · · ϕ−n+7 ψ1,0 ψ2,1 ψ3,2

γ3,n−6 γ2,n−7 γ1,n−8 ϕ1 ϕ0 · · · ϕ−n+8 ψ1,1 ψ2,2 ψ3,3
...

...
...

...
...

. . .
...

...
...

...
γ3,2 γ2,1 γ1,0 ϕn−7 ϕn−8 · · · ϕ0 ψ1,n−7 ψ2,n−6 ψ3,n−5

γ3,1 γ2,0 a4 η1,n−7 η1,n−8 · · · η1,0 a3 ψ2,n−5 ψ3,n−4

γ3,0 a8 η2,n−5 η2,n−6 η2,n−7 · · · η2,1 η2,0 a7 ψ3,n−3

a12 η3,n−3 η3,n−4 η3,n−5 η3,n−6 · · · η3,2 η3,1 η3,0 a11


. (1.5)

Our approach to conducting asymptotic analysis on multi-bordered, framed, and multi-
framed Toeplitz determinants involves rewriting these structured determinants in terms of
others with tractable asymptotics. Such reductions to simpler structured determinants result
from utilizing the Dodgson condensation identity,2 which we occasionally abbreviate as DCI
(see [1, 11, 25, 30] and references therein). Let M be an n× n matrix. By

M

{
j1 j2 · · · jℓ
k1 k2 · · · kℓ

}
,

we mean the determinant of the (n − ℓ) × (n − ℓ) matrix obtained from M by removing the
rows ji and the columns ki, 1 ≤ i ≤ ℓ. Although the order of writing the row and column

1For example, in (2.52)–(2.55).
2Also known as the Desnanot–Jacobi identity or the Sylvester determinant identity.



4 R. Gharakhloo

indices is immaterial for this definition, in this work we prefer to respect the order of indices,
for example we prefer to write

M

{
3 5
1 4

}
, and not M

{
5 3
1 4

}
, or M

{
3 5
4 1

}
, or M

{
5 3
4 1

}
,

although all of these are the same determinant. Let j1 < j2 and k1 < k2. The Dodgson
condensation identity reads

M ·M
{
j1 j2
k1 k2

}
= M

{
j1
k1

}
·M

{
j2
k2

}
−M

{
j1
k2

}
·M

{
j2
k1

}
. (1.6)

Speaking of reductions to simpler structured determinants through one or multiple applica-
tions of the DCI, it turns out that the multi-bordered Toeplitz determinants can be reduced
to the pure and bordered Toeplitz determinants (1.1) and (1.2), while the framed and multi-
framed Toeplitz determinants can be expressed in terms of pure Toeplitz determinants and what
we refer to as semi-framed Toeplitz determinants. These are determinants like

det


ϕ0 ϕ−1 · · · ϕ−n+2 ψ0

ϕ1 ϕ0 · · · ϕ−n+3 ψ1
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψn−2

ηn−2 ηn−3 · · · η0 a

 , or

det


ϕ0 ϕ−1 · · · ϕ−n+2 ψn−2

ϕ1 ϕ0 · · · ϕ−n+3 ψn−3
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψ0

η0 η1 · · · ηn−2 a

 , (1.7)

for ϕ, ψ, η ∈ L1(T) and a parameter a ∈ C, where fj ’s are the Fourier coefficients of f ∈ {ϕ, ψ, η}.
In the sequel, we will denote the determinants in (1.7) by Hn[ϕ;ψ, η; a] and Ln[ϕ;ψ, η; a], re-
spectively.

Remark 1.1. Regarding the other choices for positioning the Fourier coefficients of ψ and η
in the last column and the last row, we will introduce two other (related) semi-framed Toeplitz
determinants in Section 3 denoted by Gn[ϕ;ψ, η; a] and En[ϕ;ψ, η; a]. It turns out that such
different placements of Fourier coefficients does in fact affect the leading order behavior of the
asymptotics, as the size of the determinant grows to infinity (see Theorems 1.15 and 1.16).

At this juncture, we would like to highlight two primary questions:

Question 1.2. Given what we discussed above about the reductions of more complex structures
to the bordered and semi-framed Toeplitz determinants, are the large-size asymptotics of these
simpler structured detereminants indeed tractable?

Question 1.3. Why is it significant to delve into the asymptotic behavior of (multi-)bordered
and (multi-)framed Toeplitz determinants?

Before tackling these inquiries, it is worthwhile to place them in a broader perspective. The
asymptotic properties of the more classical structured determinants, such as Toeplitz [9, 10, 16,
17, 19, 24, 33, 35], Hankel [8, 13, 14, 19, 31, 34], and Toeplitz+Hankel [4, 6, 5, 15, 27], have
been extensively and successfully explored primarily via operator theoretic and Riemann–Hilbert
methods. These well-established asymptotic characteristics are recognized for their connection
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to fundamental questions spanning diverse fields, particularly in random matrix theory and
mathematical physics.

For this work, it is useful to recall the existing theory for the pure Toeplitz determinants.
The asymptotic behavior of Toeplitz determinants can be described by the strong Szegő limit
theorem [10, 37, 39], which is formulated as

Dn[ϕ] ∼ G[ϕ]nE[ϕ], n→∞,

where the terms G[ϕ] and E[ϕ] are defined by

G[ϕ] = exp([log ϕ]0) and E[ϕ] = exp

(∑
k≥1

k[log ϕ]k[log ϕ]−k

)
. (1.8)

This theorem holds true when the function ϕ is suitably smooth, does not vanish on the unit
circle, and possesses a winding number of zero. We refer to [20] for a comprehensive survey of
the strong Szegő limit theorem, including an intriguing account of its historical developments.

Now we address Question 1.2 mentioned above starting with bordered Toeplitz determinants.
Recently, in [7] it was demonstrated that an analogous strong Szegő limit theorem holds true
for the bordered Toeplitz determinants

DB
n [ϕ;ψ] ∼ G[ϕ]nE[ϕ]F [ϕ;ψ], n→∞,

where F [ϕ;ψ] is a constant described in Theorems 1.5 and 1.6 below. Theorem 1.5 below
discusses the asymptotics of DB

n [ϕ;ψ], where ψ is of the form

ψ(z) = q1(z)ϕ(z) + q2(z), (1.9)

where

q1(z) = a0 + a1z +
b0
z

+
m∑
j=1

bjz

z − cj
, q2(z) = â0 + â1z +

b̂0
z

+
m∑
j=1

b̂j
z − cj

, (1.10)

all parameters are complex and the cj are nonzero and do not lie on the unit circle. In fact,
this form of the border symbol was considered in [7] as an inspiration from the two-dimensional
Ising model.3 It was first established in 1987 by Au-Yang and Perk [2] that the next-to-diagonal
two point correlation function is in fact the bordered Toeplitz determinant

⟨σ0,0σN−1,N ⟩ = DB
N

[
ϕ̂; ψ̂

]
,

with

ϕ̂(z) =

√
1− k−1z−1

1− k−1z
, ψ̂(z) =

Cvzϕ̂(z) + Ch

Sv(z − c∗)
, (1.11)

where k, Cv, Ch, Sv, and c∗ are all physical parameters of the model. In the context of the
low-temperature two-dimensional Ising model, the analogue of the strong Szegő limit theorem
for bordered Toeplitz determinants (see Theorem 1.5 below) was later used in [7] to extract
the leading and subleading terms of the long-range-order along the next-to-diagonal direction
and comparisons with the diagonal direction were made. It was concluded that although the
bordered Toeplitz determinant which defines the next-to-diagonal correlation function depends

3For a precise description of the notations used below regarding the Ising model we refer to the introduction
of [7]. For further details about the two-dimensional Ising model we refer to the classical book of McCoy and
Wu [36] and also the survey of Deift, Its and Krasovsky [20].
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on the horizontal and vertical coupling constants, its leading order asymptotics does not. More
interestingly, it was established that the sensitivity to the horizontal and vertical parameters
is reflected in the second-order term of the asymptotic expansion. Before recalling the strong
Szegő limit theorems established in [7], let us define a class of symbols we are mostly concerned
with in this work.

Definition 1.4. Throughout the paper, we will occasionally refer to a symbol as Szegő-type,
if (a) it is C∞ and nonzero on the unit circle, (b) has no winding number, and (c) admits an
analytic continuation in some neighborhood of the unit circle.

Theorem 1.5 ([7]). Let DB
n [ϕ;ψ] be the bordered Toeplitz determinant with ψ = q1ϕ+ q2 given

by (1.9) and (1.10), and ϕ of Szegő-type. Then, the following asymptotic behavior of DB
n [ϕ;ψ]

as n→∞ takes place

DB
n [ϕ;ψ] = G[ϕ]nE[ϕ](F [ϕ;ψ] +O(e−cn)),

where G[ϕ] and E[ϕ] are given by (1.8),

F [ϕ;ψ] = a0 + b0[log ϕ]1 +

m∑
j=1

0<|cj |<1

bj
α(cj)

α(0)

+
1

α(0)

(
â0 − â1[log ϕ]−1 −

m∑
j=1

|cj |>1

b̂j
cj
α(cj)

)
, (1.12)

α(z) := exp

[
1

2πi

∫
T

ln(ϕ(τ))

τ − z
dτ

]
, (1.13)

and c is some positive constant.

Transitioning beyond the category of symbols linked to the Ising model, for a broader range
of border symbols, a different version of the strong Szegő limit theorem was proven in [7]. In this
instance, the only requirement was that ψ has an analytic continuation in some neighborhood
of the unit circle.

Theorem 1.6 ([7]). Let ψ(z) be a function which admits an analytic continuation in a neigh-
borhood of the unit circle, and let ϕ be of Szegő-type. Denote by ϕ±(z) the factors of a canonical
Wiener–Hopf factorization of the symbol ϕ(z), i.e., ϕ = ϕ−ϕ+. Then

DB
n [ϕ;ψ] = G[ϕ]nE[ϕ](F [ϕ;ψ] +O(e−cn)),

where G[ϕ] and E[ϕ] are given by (1.8),

F [ϕ;ψ] =

[
ϕ−1
− ψ

]
0

[ϕ+]0
,

and c is some positive constant.

It is worth mentioning that these asymptotic results for the bordered Toeplitz determinants
were obtained in parallel and independent to each other using the Riemann–Hilbert and operator-
theoretic methods.

While as discussed above the asymptotics of bordered determinants for a general class of
symbols were established in [7], the asymptotics of semi-framed Toeplitz determinants remained
uncharted territory. In this work, we undertake the task of filling this gap. A pivotal enabling
factor for accessing these asymptotics lies in the connection of these objects to the system of
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bi-orthogonal polynomials on the unit circle (BOPUC): Just as BOPUC characterize (single)
bordered determinants [7], we demonstrate that the reproducing kernel of BOPUC serves as
the characterizing object for the semi-framed Toeplitz determinants. Consequently, with these
characterizations in terms of bi-orthogonal polynomials and their reproducing kernel, we can
employ the Riemann–Hilbert approach to BOPUC [3] to attain the sought-after asymptotics for
multi-bordered, framed, and multi-framed Toeplitz determinants.

Now, we make an attempt to address Question 1.3 mentioned above. The semi-framed
Toeplitz determinants have already appeared in the calculations of entanglement entropy for
disjoint subsystems in the XX spin chain [12, 32], which we briefly recall below. To ensure
consistency in notations, we closely follow the paper [12]. For a more comprehensive description
of the model, we refer to [12, 32] and the references therein. Consider the chain of free fermions

HF = −
N∑
j=1

b†jbj+1 + bjb
†
j+1, (1.14)

where the Fermi operators bj are defined by the anticommutation relations {bj , bk} = 0,4 and{
bj , b

†
k

}
= δjk. Define the quantity

S(ρP ) = lim
ε↘0

1

2πi

∮
Γε

e(1 + ε, λ)
d

dλ
lnD(λ)dλ, (1.15)

where

e(x, v) := −x+ v

2
ln
x+ v

2
− x− v

2
ln
x− v
2

,

the contour Γε goes around the [−1, 1] interval once in the positive direction avoiding the
cuts (−∞,−1− ε] ∪ [1 + ε,∞) of e(1 + ε, ·), and the function D(λ) is defined further below
(in terms of semi-framed Toeplitz determinants).

Let k,m, n ∈ N. The quantity in (1.15) is considered as a measure of entanglement between
the subsystem

P = {1, 2, . . . ,m} ∪ {m+ k + 1,m+ k + 2, . . . ,m+ k + n},

and the rest of the chain of free fermions (1.14) in the thermodynamic limit N → ∞. The
connection to the semi-framed Toeplitz determinants is through the function D(λ), which we
define here. Let g : T→ C be defined as

g(z) =

{
1, Re z ≥ 0,
−1, Re z < 0.

(1.16)

Consider

A =

(
A11 A12

A21 A22

)
∈ C(m+n)×(m+n),

and D(λ) := det(λI − A), λ ∈ C, where, recalling the notation Tn[ϕ] from (1.1), the matrix A
is defined as

A11 = −Tm[g] ∈ Cm×m, A22 = −Tn[g] ∈ Cn×n,

A12 = AT
21 = (Aij(k))i=1,...,m;j=1,...,n ∈ Cm×n,

4The bracket notation for two operators in this context is the anti-commutator: {a, b} := ab+ ba.
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and

Aij(k) ≡ Aij = −det


gi−j−m−k gi−m−1 gi−m−2 . . . gi−m−k

g1−j−k g0 g−1 . . . g1−k

g2−j−k g1 g0 . . . g2−k
...

...
...

. . .
...

g−j gk−1 gk−2 . . . g0

 .
Notice that Aij(k) is a (k + 1) × (k + 1) semi-framed Toeplitz matrix, which can be written
in terms of the semi-framed Toeplitz determinants Hn[ϕ;ψ, η; a] and Ln[ϕ;ψ, η; a] introduced
above. Indeed, by multiple adjacent row and column swaps, and recalling (1.7), we can write

Aij = −


g0 g−1 . . . g1−k g1−j−k

g1 g0 . . . g2−k g2−j−k
...

...
...

. . .
...

gk−1 gk−2 . . . g0 g−j

gi−m−1 gi−m−2 . . . gi−m−k gi−j−m−k


= −Hk+1

[
g(z); g(z)zj+k−1, g(z)zm+k−i; gi−j−m−k

]
= − Lk+1

[
g(z); g̃(z)z−j , g̃(z)zi−m−1; gi−j−m−k

]
,

where f̃(z)=f
(
z−1
)
. Even though the computation of the entanglement between the chain (1.14)

and the rest of the system is of interest in the regime where all three parameters m, n, k
tend towards infinity, the authors in [12] specifically focused on the scenario where k = 1 and
m,n→∞. We quote:5

Our ultimate interest is to analyse S(ρP ) as k,m, n → ∞, however, at this point
the general problem seems to be far too complicated to attack directly. Therefore, we
decided to start with the easier case when the gap between the two intervals is fixed
to be k = 1. . . . As we shall see, this simplest case already leads to a mathematically
very challenging problem.

Now let us demonstrate how the findings of this work could be relevant to the goal of [12]
in extending the analysis to the asymptotic regime k → ∞. Indeed, in Section 3, among
other results, we prove that for general symbols the semi-framed Toeplitz determinants have
a representation in terms of the solution of the BOPUC Riemann–Hilbert problem. For example,
for Lk[ϕ;ψ, η; a] we show

Ln+2[ϕ;ψ, η; a]

Dn+1[ϕ]

= a−
∫
T

∫
T

η̃(z2)ψ̃(z1)

z1 − z2
det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
dz2
2πiz2

dz1
2πiz1

, (1.17)

where X11 and X21 are the entries in the first column of the solution X to the Riemann–Hilbert
problem for BOPUC associated with the orthogonality weight ϕ. More precisely, X solves the
following Riemann–Hilbert problem (RHP) [3]:

� RH-X1: X(·;n) : C \ T→ C2×2 is analytic.

� RH-X2: The limits ofX(ξ;n) as ξ tends to z ∈ T from the inside and outside of the unit cir-
cle exist, which are denoted by X±(z;n) respectively. Moreover, the functions z 7→ X±(z)
are continuous on T and are related by the jump condition

X+(z;n) = X−(z;n)

[
1 z−nϕ(z)
0 1

]
, z ∈ T.

5Also see [12, Remark 1 in Section 3].
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� RH-X3: As z →∞

X(z;n) =

I + ∞
X1(n)

z
+

∞
X2(n)

z2
+O

(
z−3
) znσ3 , (1.18)

where σ3 =
[
1 0
0 −1

]
is the third Pauli matrix.

Since the symbol ϕ = g given by (1.16) is a Fisher–Hartwig symbol, one may refer to [19] for the
asymptotics of Dn[g] and the polynomials X11(z;n) and X21(z;n) as n→∞, and then perform
the integrations in (1.17). This approach is expected to yield the asymptotic behavior of Aij(k)
as k approaches infinity, which could contribute to our comprehension of the entanglement in
the limit where k, m, and n all tend to infinity.

We would like to emphasize that this work is expected to provide the general framework of
translating the objects of interest in terms of the solution to the X-RHP. We do occasionally
use the RHP characterizations, such as (1.17), to demonstrate how the asymptotics could be
obtained, but we do not intend to exhaust all the cases. For example, as a way of explanation,
we show in Section 3 how this scheme works in the case of Szegő-type (non Fisher–Hartwig)
symbols and when ψ and η are either rational functions, or the product of a rational function
with the bulk symbol ϕ. We have made such choices since these choices are simple and yet
nontrivial enough to illustrate the procedure, but by no means we do not want to convey the
message that those are the only cases which can make the asymptotic analysis feasible. We plan
to undertake the task of using identities like (1.17) for Fisher–Hartwig symbols in a forthcoming
work, especially in connection to the entanglement problem discussed above.

In addition to their relevance in the context of XX quantum spin chains, the author has
recently received information on the appearance and relevance of multi-bordered, semi-framed,
framed and multi-framed Toeplitz determinants in other contexts. Professor Karl Liechty has
communicated to the author that these structured determinants arise in the analysis of ensembles
of nonintersecting paths, via the Lindström–Gessel–Viennot (LVG) formula.6 In a separate
communication, Professor Nicholas Witte has highlighted to the author the relevance of these
structures in his ongoing research on the Ising model [40]. These recent discoveries have served
as additional inspiration for the current study.

1.1 An outline of main results

1.1.1 Strong Szegő limit theorem for two-bordered Toeplitz determinants

In Section 2.2, we prove the following.

Theorem 1.7. For ℓ = 1, 2, let ψℓ(z) = q
(ℓ)
1 (z)ϕ(z) + q

(ℓ)
2 (z), where

q
(ℓ)
1 (z) = a

(ℓ)
0 + a

(ℓ)
1 z +

b
(ℓ)
0

z
+

mℓ∑
j=1

b
(ℓ)
j z

z − c(ℓ)j

,

q
(ℓ)
2 (z) = â

(ℓ)
0 + â

(ℓ)
1 z +

b̂
(ℓ)
0

z
+

m∑
j=1

b̂
(ℓ)
j

z − c(ℓ)j

,

and suppose that ϕ is of Szegő-type. Then, the associated two-bordered Toeplitz determinant has
the following asymptotic behavior as n→∞:

DB
n [ϕ;ψ2] ≡ DB

n [ϕ;ψ1, ψ2] = Gn[ϕ]E[ϕ]{J1[ϕ, ψ1, ψ2] +O(ρ−n)}, (1.19)

6For more details and references, please see the recent work [29] and the references therein.
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where G[ϕ] and E[ϕ] are given by (1.8),

J1[ϕ, ψ1, ψ2] =

∣∣∣∣F [ϕ, ψ2] F [ϕ, ψ1]
H[ϕ, ψ2] H[ϕ, ψ1]

∣∣∣∣ , (1.20)

in which F [ϕ, ψ] is given by (1.12), and

H[ϕ;ψ] = a1 −
m∑
j=1

bj
cj

+ a0[log ϕ]1 + b0[log ϕ]2 +
b0
2
[log ϕ]21

+
1

G[ϕ]

(
â1 −

m∑
j=1

|cj |>1

b̂j
c2j
α(cj) +

m∑
j=1

0<|cj |<1

bj
cj
α(cj)

)
.

In the above formula, α is given by (1.13), and the number ρ is such that

1 < ρ < min
1≤j≤m
|cj |>1

{|cj |}, max
1≤j≤m
0<|cj |<1

{|cj |} < ρ−1 < 1,

and ϕ is analytic in the annulus
{
z : ρ−1 < |z| < ρ

}
.

At the end of Section 2, in Remark 2.21, we explain how the techniques used for the two
bordered case can be recursively used to obtain the asymptotics of k-bordered Toeplitz deter-
minants, k > 2.

1.1.2 The Riemann–Hilbert problem for BOPUC
when the weight has a nonzero winding number

In order to arrive at the above asymptotic results for multi-bordered Toeplitz determinants,
one is invited to asymptotically analyze (single) bordered Toeplitz determinants of the form
Dn[zϕ; q1ϕ + q2], as a result of employing a Dodgson condensation identity. Notice that if ϕ
is of Szegő-type, then zϕ is not, as it does not have a zero winding number. Therefore, the
asymptotics of Dn[zϕ; q1ϕ+q2] can not be obtained from Theorem 1.5 and thus must be treated
differently. Such bordered determinants are characterized in terms of the solution to the following
Riemann–Hilbert problem:

� RH-Z1: Z(·;n) : C \ T→ C2×2 is analytic.

� RH-Z2: The limits of Z(ζ;n) as ζ tends to z ∈ T from the inside and outside of the unit
circle exist, which are denoted by Z±(z;n) respectively. Moreover, the functions z 7→ Z±(z)
are continuous on T and are related by

Z+(z;n) = Z−(z;n)

[
1 z−n+1ϕ(z)
0 1

]
, z ∈ T.

� RH-Z3: Z(z;n) =
(
I +O

(
z−1
))
znσ3 as z →∞.

This is the same as RH-X1–RH-X3, the only difference being that ϕ is now replaced by zϕ.
However, the usual steps of the Deift–Zhou nonlinear steepest descent analysis [23] do not work
for a symbol with nonzero winding number.7 Instead, we find the explicit formulae relating
the solution of the Z-RHP to the solution of the X-RHP, which is amenable to the Deift–Zhou
nonlinear steepest descent analysis (see Appendix A). In our work, such relations are essential
in proving Theorem 1.7.

7This is because at the stage of finding the solution to the global parametrix RHP one would need to find
the solution of the scalar RHP: β+(z) − β−(z) = log(zϕ(z)) for z ∈ T and β(z) = 1 + O(1/z) as z → ∞, see
Appendix A. However, the Plemelj–Sokhotskii formula can not be applied [26] as the function log(zϕ(z)) has
a jump discontinuity on the unit circle, for a Szegő-type ϕ.
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Theorem 1.8. Assume that the solution X(z;n) of the Riemann–Hilbert problem RH-X1 through
RH-X3 and the solution Z(z;n) of the Riemann–Hilbert problem RH-Z1 through RH-Z3 exist.
The solution Z(z;n) can be expressed in terms of the data extracted from the solution X(z;n)
as

Z(z;n) =

∞
X1,12(n)X21(0;n)

X11(0;n)
−

∞
X1,12(n)

−X21(0;n)
X11(0;n)

1

 z−1 +

[
1 0
0 0

]X(z;n)

[
1 0
0 z

]
, (1.21)

where
∞
X1,12(n) is the 12-entry of the matrix

∞
X1(n) in the asymptotic expansion (1.18).

Remark 1.9. Assuming the existence of the solutions X(z;n) and Z(z;n) of the X-RHP and
the Z-RHP, respectively, we can show that X11(0;n) ̸= 0. This will be done in Section 2.1.1
where we prove the Theorem 1.8.

We alternatively prove another way to connect the solution of the Z-RHP to the solution of
the X-RHP, described in the following theorem.

Theorem 1.10. Suppose that the solution X(z;n− 1) of the Riemann–Hilbert problem RH-X1
through RH-X3 (with parameter n−1) and the solution Z(z;n) of the Riemann–Hilbert problem
RH-Z1 through RH-Z3 exist. The solution Z(z;n) can be expressed in terms of the data extracted
from the solution X(z;n) of the Riemann–Hilbert problem RH-X1 through RH-X3 as

Z(z;n) =

z +
∞
X1,22(n− 1)−

∞
X2,12(n−1)
∞
X1,12(n−1)

−
∞
X1,12(n− 1)

1
∞
X1,12(n−1)

0

X(z;n− 1), (1.22)

where
∞
X1,jk(n) and

∞
X2,jk(n) are the jk-entries of the matrices

∞
X1(n) and

∞
X2(n) in the asymp-

totic expansion (1.18).

Remark 1.11. Assuming the existence of the solutions X(z;n− 1) and Z(z;n) of the X-RHP
(with parameter n− 1) and the Z-RHP, respectively, we can show that

∞
X1,12(n− 1) ̸= 0. This

will be done in Section 2.1.2, where we prove the Theorem 1.10.

Remark 1.12. The compatibility of these two theorems offers a new proof for the recurrence
relations governing the system of bi-orthogonal polynomials on the unit circle, as detailed in
Lemma 2.22.

1.1.3 Strong Szegő limit theorems for semi-framed Toeplitz determinants

For ϕ, ψ, η ∈ L1(T) and a parameter a ∈ C define the n × n semi-framed Toeplitz determi-
nants En[ϕ;ψ, η; a], Gn[ϕ;ψ, η; a], Hn[ϕ;ψ, η; a] and Ln[ϕ;ψ, η; a] as

En[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψn−2

ϕ1 ϕ0 · · · ϕ−n+3 ψn−3
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψ0

ηn−2 ηn−3 · · · η0 a

 ,

Gn[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψ0

ϕ1 ϕ0 · · · ϕ−n+3 ψ1
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψn−2

η0 η1 · · · ηn−2 a

 ,
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Hn[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψ0

ϕ1 ϕ0 · · · ϕ−n+3 ψ1
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψn−2

ηn−2 ηn−3 · · · η0 a

 ,

and

Ln[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψn−2

ϕ1 ϕ0 · · · ϕ−n+3 ψn−3
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψ0

η0 η1 · · · ηn−2 a

 ,

where fj ’s are the Fourier coefficients of f ∈ {ϕ, ψ, η}. Consider the reproducing kernel

Kn(z, z) :=

n∑
j=0

Qj(z)Q̂j(z), (1.23)

of the system of bi-orthogonal polynomials on the unit circle associated with the symbol ϕ,
satisfying the bi-orthogonality relation∫

T
Qn(ζ)Q̂m

(
ζ−1
)
ϕ(ζ)

dζ

2πiζ
= δnm, n,m ∈ N ∪ {0}. (1.24)

In Section 3, we prove the following representation of the above semi-framed Toeplitz determi-
nants in terms of the reproducing kernel (1.23).

Theorem 1.13. Let Dk[ϕ] ̸= 0 for k = 0, 1, . . . , n + 1. The semi-framed Toeplitz determi-
nants En[ϕ;ψ, η; a], Gn[ϕ;ψ, η; a], Hn[ϕ;ψ, η; a] and Ln[ϕ;ψ, η; a] can be represented in terms of
the reproducing kernel of the system of bi-orthogonal polynomials on the unit circle associated
with ϕ given by (1.23) and (1.24) as

En+2[ϕ;ψ, η; a]

Dn+1[ϕ]
= a−

∫
T

[∫
T
Kn(z1, z2)z

−n
2 η(z2)

dz2
2πiz2

]
z−n
1 ψ(z1)

dz1
2πiz1

,

Gn+2[ϕ;ψ, η; a]

Dn+1[ϕ]
= a−

∫
T

[∫
T
Kn

(
z−1
1 , z−1

2

)
η(z2)

dz2
2πiz2

]
ψ(z1)

dz1
2πiz1

,

Hn+2[ϕ;ψ, η; a]

Dn+1[ϕ]
= a−

∫
T

[∫
T
Kn

(
z−1
1 , z2

)
z−n
2 η(z2)

dz2
2πiz2

]
ψ(z1)

dz1
2πiz1

, (1.25)

Ln+2[ϕ;ψ, η; a]

Dn+1[ϕ]
= a−

∫
T

[∫
T
Kn

(
z1, z

−1
2

)
η(z2)

dz2
2πiz2

]
z−n
1 ψ(z1)

dz1
2πiz1

,

where Dn[ϕ] is given by (1.1).

Using the Christoffel–Darboux identity for the bi-orthogonal polynomials on the unit circle,
we obtain the following characterizations in terms of the solution X of RH-X1 through RH-X3
in the following corollary.

Corollary 1.14. Let Dk[ϕ] ̸= 0 for k = 0, 1, . . . , n + 1. The semi-framed Toeplitz determi-
nants Hn+2[ϕ;ψ, η; a], En+2[ϕ;ψ, η; a], Gn+2[ϕ;ψ, η; a], and Ln+2[ϕ;ψ, η; a] are encoded into the
X-RHP data as

En+2[ϕ;ψ, η; a]

Dn+1[ϕ]
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= a−
∫
T

∫
T

z−n
2 η(z2)ψ̃(z1)

z1 − z2
det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
dz2
2πiz2

dz1
2πiz1

, (1.26)

Gn+2[ϕ;ψ, η; a]

Dn+1[ϕ]

= a−
∫
T

∫
T

z−n
1 η̃(z2)ψ(z1)

z1 − z2
det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
dz2
2πiz2

dz1
2πiz1

,

Hn+2[ϕ;ψ, η; a]

Dn+1[ϕ]
= a−

∫
T

∫
T

z−n
1 z−n

2 η(z2)ψ(z1)

z1 − z2

× det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
dz2
2πiz2

dz1
2πiz1

, (1.27)

Ln+2[ϕ;ψ, η; a]

Dn+1[ϕ]
= a−

∫
T

∫
T

η̃(z2)ψ̃(z1)

z1 − z2
det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
dz2
2πiz2

dz1
2πiz1

,

where f̃(z) = f
(
z−1
)
, Dn[ϕ] is given by (1.1), and X11 and X21 are respectively the 11 and 21

entries of the solution to RH-X1 through RH-X3.

In Section 3.2, we prove the following strong Szegő theorems for semi-framed Toeplitz deter-
minants for a class of frame symbols ψ and η. In Theorem 1.15, we consider the case where the
frame-symbols are rational functions with arbitrary number of simple poles.

Theorem 1.15. Let ϕ be of Szegő-type, and c and d be complex numbers that do not lie on the
unit circle. Then, the following strong Szegő asymptotics hold for H, L, E and G:

Hn+1

[
ϕ;

m1∑
j=1

Aj

z − dj
,

m2∑
k=1

Bk

z − ck
; a

]
= Gn[ϕ]E[ϕ](a+O(ρ−n)), (1.28)

Ln+1

[
ϕ;

m1∑
j=1

Aj

z − dj
,

m2∑
k=1

Bk

z − ck
; a

]
= Gn[ϕ]E[ϕ](a+O(ρ−n)),

En+1

[
ϕ;

m1∑
j=1

Aj

z − dj
,

m2∑
k=1

Bk

z − ck
; a

]

= Gn[ϕ]E[ϕ]

(
a+

m1∑
j=1

|dj |>1

m2∑
k=1

|ck|>1

AjBk
α(ck)

α(d−1
j )
· 1

1− ckdj
+O(ρ−n)

)
,

Gn+1

[
ϕ;

m1∑
j=1

Aj

z − dj
,

m2∑
k=1

Bk

z − ck
; a

]

= Gn[ϕ]E[ϕ]

(
a+

m1∑
j=1

|dj |>1

m2∑
k=1

|ck|>1

AjBk
α(dj)

α(c−1
k )
· 1

1− ckdj
+O(ρ−n)

)
.

Here the number ρ is such that

1 < ρ < min
1≤j≤m1,1≤k≤m2

|dj |>1,|ck|>1

{|dj |, |ck|}, max
1≤j≤m1,1≤k≤m2

|dj |<1,|ck|<1

{|dj |, |ck|} < ρ−1 < 1,

and ϕ is analytic in the annulus {z : ρ−1 < |z| < ρ}.

The following theorem is about the case where the frame-symbols are rational functions with
simple poles multiplied by ϕ or ϕ̃. For E and G in this case, unlike what we have in Theorem 1.15,
only the poles inside the unit disk may contribute to the leading-order asymptotics.
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Theorem 1.16. Let ϕ be a Szegő-type symbol, and c and d be complex numbers that do not lie
on the unit circle. Then, the following strong Szegő asymptotics hold for H, L, E and G:

Hn+1

[
ϕ;

m1∑
j=1

Ajϕ

z − dj
,

m2∑
k=1

Bkϕ

z − ck
; a

]
= Gn[ϕ]E[ϕ](a+O(ρ−n)), (1.29)

Ln+1

[
ϕ;

m1∑
j=1

Ajϕ̃

z − dj
,

m2∑
k=1

Bkϕ̃

z − ck
; a

]
= Gn[ϕ]E[ϕ](a+O(ρ−n)),

En+1

[
ϕ;

m1∑
j=1

Ajϕ̃

z − dj
,

m2∑
k=1

Bkϕ

z − ck
; a

]

= Gn[ϕ]E[ϕ]

(
a+

m1∑
j=1

|dj |<1

m2∑
k=1

|ck|<1

AjBk
α(ck)

α(d−1
j )
· 1

1− ckdj
+O(ρ−n)

)
,

Gn+1

[
ϕ;

m1∑
j=1

Ajϕ

z − dj
,

m2∑
k=1

Bkϕ̃

z − ck
; a

]

= Gn[ϕ]E[ϕ]

(
a+

m1∑
j=1

|dj |<1

m2∑
k=1

|ck|<1

AjBk
α(dj)

α
(
c−1
k

) · 1

1− ckdj
+O(ρ−n)

)
, (1.30)

where f̃(z) = f
(
z−1
)
. Here the number ρ is such that

1 < ρ < min
1≤j≤m1,1≤k≤m2

|dj |>1,|ck|>1

{|dj |, |ck|}, max
1≤j≤m1,1≤k≤m2

|dj |<1,|ck|<1

{|dj |, |ck|} < ρ−1 < 1,

and ϕ is analytic in the annulus
{
z : ρ−1 < |z| < ρ

}
.

In Section 3.3, we eventually redirect our attention to framed and multi-framed Toeplitz de-
terminants. Our intention in this section is not to present formal proofs of asymptotic results.
Instead, our goal is to present a broad framework for approaching the asymptotic analysis of
these determinants, emphasizing their recursive characteristics in relation to the Dodgson con-
densation identities. We will show that the semi-framed Toeplitz determinants are the building
blocks for the asymptotic analysis of framed and multi-framed determinants.

2 Multi-bordered Toeplitz determinants

In this section, we focus on multi-bordered Toeplitz determinants

DB
n [ϕ;ψm] := det


ϕ0 ϕ1 · · · ϕn−m−1 ψ1,n−1 · · · ψm,n−1

ϕ−1 ϕ0 · · · ϕn−m−2 ψ1,n−2 · · · ψm,n−2
...

...
...

...
... · · ·

...
ϕ−n+1 ϕ−n+2 · · · ϕ−m ψ1,0 · · · ψm,0

 , (2.1)

and their reduction to (single) bordered determinants. This reduction allows for a representa-
tion in terms of the orthogonal polynomials on the unit circle and hence a Riemann–Hilbert
characterization. For ϕ ∈ L1(T), let us recall (see, e.g., [19] and the references therein) the
system of polynomials on the unit circle {Qn(z)}∞n=0 and

{
Q̂n(z)

}∞
n=0

, degQn = deg Q̂n = n,
satisfying the orthogonality relations∫

T
Qn(ζ)ζ

−mϕ(ζ)
dζ

2πiζ
= κ−1

n δnm, m = 0, . . . , n,
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and ∫
T
Q̂n

(
ζ−1
)
ζmϕ(ζ)

dζ

2πiζ
= κ−1

n δnm, m = 0, . . . , n,

where κn ̸= 0 is the leading coefficient of both Qn and Q̂n. If Dn[ϕ] ̸= 0 and Dn+1[ϕ] ̸= 0, the
polynomials Qn and Q̂n uniquely exist and are given by

Qn(z) :=
1√

Dn[ϕ]Dn+1[ϕ]
det


ϕ0 ϕ−1 · · · ϕ−n

ϕ1 ϕ0 · · · ϕ−n+1
...

...
. . .

...
ϕn−1 ϕn−2 · · · ϕ−1

1 z · · · zn

 , (2.2)

and

Q̂n(z) :=
1√

Dn[ϕ]Dn+1[ϕ]
det


ϕ0 ϕ−1 · · · ϕ−n+1 1
ϕ1 ϕ0 · · · ϕ−n+2 z
...

...
. . .

...
ϕn ϕn−1 · · · ϕ1 zn

 , (2.3)

and in addition

κn =

√
Dn[ϕ]

Dn+1[ϕ]
, n ∈ N ∪ {0}, (2.4)

where we set D0[ϕ] ≡ 1. The existence is clear by the construction (2.2)–(2.3), while the
uniqueness follows from the unique solvability for the linear system for finding the polynomial
coefficients. This linear system has the Toeplitz matrix Tn+1[ϕ] as its coefficient matrix and
thus Dn+1[ϕ] ̸= 0 implies unique solvability of the linear system. Moreover, if Dj [ϕ] ̸= 0 for
all j = 0, 1, 2, . . ., these polynomials as constructed above satisfy the bi-orthogonality condition∫

T
Qk(ζ)Q̂m

(
ζ−1
)
ϕ(ζ)

dζ

2πiζ
= δkm, k,m ∈ N ∪ {0}. (2.5)

Assume that Dk[ϕ] ̸= 0 for k = n− 1, n, n+ 1 so that (a) κn and κn−1 are well defined and
nonzero and (b) the polynomials Qn and Q̂n−1 uniquely exist as described above. Now consider
the matrix-valued function

X(z;n) :=


κ−1
n Qn(z) κ−1

n

∫
T

Qn(ζ)

(ζ − z)
ϕ(ζ)dζ

2πiζn

−κn−1z
n−1Q̂n−1

(
z−1
)
−κn−1

∫
T

Q̂n−1

(
ζ−1
)

(ζ − z)
ϕ(ζ)dζ

2πiζ

 , (2.6)

constructed from the polynomials Qn and Q̂n. It is due to Baik, Deift, and Johansson [3] that X
as constructed above satisfies the Riemann–Hilbert problem RH-X1 through RH-X3.

In the rest of this section, we demonstrate the utilization of the Dodgson condensation identity
in reducing (2.1) to a number of bordered Toeplitz determinants, which, in view of the results
in [7], paves the way for an effective asymptotic analysis. As this paper aims to provide the
general framework, we start with the simplest nontrivial case, which is m = 2. We will then
discuss the recursive nature of our method and how large-size asymptotic analysis for higher
values of m can be obtained using essentially the same ideas involved in the case m = 2.
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Our first objective in this work is to obtain a Riemann–Hilbert representation for the Toeplitz
determinants with two borders. To this end, let us assume that ϕ is of Szegő-type and the border
symbols ψ1 and ψ2 are analytic in a neighborhood of the unit circle and consider

DB
n [ϕ;ψ2] = det



ϕ0 ϕ1 · · · ϕn−3 ψ1,n−1 ψ2,n−1

ϕ−1 ϕ0 · · · ϕn−4 ψ1,n−2 ψ2,n−2
...

...
. . .

...
...

...
ϕ−n+3 ϕ−n+4 · · · ϕ0 ψ1,2 ψ2,2

ϕ−n+2 ϕ−n+3 · · · ϕ−1 ψ1,1 ψ2,1

ϕ−n+1 ϕ−n+2 · · · ϕ−2 ψ1,0 ψ2,0


.

For simplicity of notation in this section, we denote DB
n [ϕ;ψ2] ≡ D. Recalling (1.6), let us

consider

D ·D
{

0 n− 1
n− 2 n− 1

}
= D

{
0

n− 2

}
·D
{
n− 1
n− 1

}
−D

{
0

n− 1

}
·D
{
n− 1
n− 2

}
, (2.7)

where

D

{
0 n− 1

n− 2 n− 1

}
≡ Dn−2[zϕ]

is a pure Toeplitz determinant and all determinants on the right-hand side are bordered Toeplitz
determinants. Indeed,

D

{
n− 1
n− 1

}
≡ DB

n−1

[
ϕ; z−1ψ1

]
, D

{
n− 1
n− 2

}
≡ DB

n−1

[
ϕ; z−1ψ2

]
. (2.8)

However, the bulk symbol for the other two bordered determinants has a nonzero winding num-
ber, more precisely we have

D

{
0

n− 2

}
≡ DB

n−1[zϕ;ψ2], D

{
0

n− 1

}
≡ DB

n−1[zϕ;ψ1]. (2.9)

Using these, we can rewrite (2.7) as

DB
n [ϕ;ψ2] = DB

n−1

[
ϕ; z−1ψ1

]DB
n−1[zϕ;ψ2]

Dn−2[zϕ]
−DB

n−1

[
ϕ; z−1ψ2

]DB
n−1[zϕ;ψ1]

Dn−2[zϕ]
. (2.10)

Remark 2.1. Alternatively, we could consider the following Dodgson condensation identity

D ·D
{
n− 2 n− 1
n− 2 n− 1

}
= D

{
n− 2
n− 2

}
·D
{
n− 1
n− 1

}
−D

{
n− 2
n− 1

}
·D
{
n− 1
n− 2

}
. (2.11)

Notice that D
{

n−2 n−1
n−2 n−1

}
is the pure Toeplitz determinant Dn−2[ϕ], D

{
n−1
n−1

}
and D

{
n−1
n−2

}
are

respectively the bordered Toeplitz determinants

DB
n−1

[
ϕ; z−1ψ1

]
, DB

n−1

[
ϕ; z−1ψ2

]
,

and D
{

n−2
n−1

}
and D

{
n−2
n−2

}
are semi-framed Toeplitz determinants (see Section 3).8 Therefore,

this DCI has the advantage that we do not need to deal with a bulk symbol with non-zero
winding number, but its disadvantage is that it relates two-bordered Toeplitz determinants
to semi-framed ones, which are, as we will see in Section 3, more complicated objects. This
is evident in the fact that the bordered Toeplitz determinants are characterized by BOPUC
themselves, while the semi-framed ones are characterized by the reproducing kernel of BOPUC
(see Theorem 1.13). However, from the view point of obtaining the desired asymptotics, each
of the two DCIs (2.7) or (2.11) can be taken as the starting point.

8These are respectively En−1

[
ϕ; z−2ψ1, z

−2ϕ;ψ1,0

]
and En−1

[
ϕ; z−2ψ2, z

−2ϕ;ψ2,0

]
, where En[ϕ;ψ, η; a] is in-

troduced in (3.1).
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In the rest of this section, we choose to concentrate on the Dodgson condensation iden-
tity (2.7). The asymptotics of the bordered Toeplitz determinants in (2.8) can be obtained
by rather straight-forward modifications of the findings in [7]. However, the asymptotics of
the bordered Toeplitz determinants in (2.9) are more challenging as the bulk symbol zϕ(z) has
a nonzero winding number. Notice that this is an instance of a non-degenerate Fisher Hartwig
singularity at z = 1 with the parameters β = 1 and α = 0 (see [19] for more details). We know
that the asymptotics of Dn[zϕ] can be obtained from [19, Lemma 2.4], which in particular states
that

Dn[zϕ] = (−1)nQn(0)

κn
Dn[ϕ], n ≥ N0, (2.12)

provided that there exists a fixed N0 ≥ 0 such that for all n ≥ N0 the Toeplitz determi-
nants Dn[ϕ] are nonzero, and Qk(0) ̸= 0 for k = N0, N0 + 1, . . . , n− 1.

However, for the ultimate goal of finding the asymptotics of the right-hand side of (2.10), it
turns out that we do not need to use (2.12) for our calculations, at least for the symbols ψ1 and ψ2

of the form (1.9)–(1.10). This is because for such symbols we can obtain the asymptotics of

DB
n−1[zϕ;ψ2]

Dn−2[zϕ]
,

DB
n−1[zϕ;ψ1]

Dn−2[zϕ]
(2.13)

in terms of the solution of an asymptotically tractable Riemann–Hilbert problem. More precisely,
to find the asymptotics of ratios in (2.13), we need to find the solution of the X-RHP when ϕ
is replaced by zϕ. We call this the Z-RHP and using two distinct approaches we prove in
Theorems 1.8 and 1.10 how to construct its solution in terms of the solution to the X-RHP.
Once we have all the above ingredients, we can find the desired asymptotics of DB

n [ϕ;ψ2].

2.1 Proofs of Theorems 1.8 and 1.10

In this section, we will write Z(z;n) to refer to the solution of the X-RHP when ϕ is replaced
by zϕ. More precisely, Z(z;n) satisfies

� RH-Z1: Z(·;n) : C \ T→ C2×2 is analytic,

� RH-Z2: The limits of Z(ζ;n) as ζ tends to z ∈ T from the inside and outside of the unit
circle exist, and are denoted Z±(z;n) respectively and are related by

Z+(z;n) = Z−(z;n)

[
1 z−n+1ϕ(z)
0 1

]
, z ∈ T,

� RH-Z3: Z(z;n) =
(
I +O

(
z−1
))
znσ3 as z →∞.

To fix the notation, let us consider the system of bi-orthogonal polynomials on the unit
circle {Pk(z)}∞k=0 and

{
P̂k(z)

}∞
k=0

, degPk = deg P̂k = k, satisfying∫
T
Pn(ζ)ζ

−mζϕ(ζ)
dζ

2πiζ
=

1

κn[zϕ]
δnm, m = 0, . . . , n, (2.14)

and ∫
T
P̂n

(
ζ−1
)
ζmζϕ(ζ)

dζ

2πiζ
=

1

κn[zϕ]
δnm, m = 0, . . . , n,
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where κn[zϕ] ̸= 0 is the leading coefficient of both Pn and P̂n. If Dn[zϕ] ̸= 0 and Dn+1[zϕ] ̸= 0
the polynomials Pn and P̂n uniquely exist9 and are given by

Pn(z) :=
1√

Dn[zϕ]Dn+1[zϕ]
det


(zϕ)0 (zϕ)−1 · · · (zϕ)−n

(zϕ)1 (zϕ)0 · · · (zϕ)−n+1
...

...
. . .

...
(zϕ)n−1 (zϕ)n−2 · · · (zϕ)−1

1 z · · · zn

 , (2.15)

and

P̂n(z) :=
1√

Dn[zϕ]Dn+1[zϕ]
det


(zϕ)0 (zϕ)−1 · · · (zϕ)−n+1 1
(zϕ)1 (zϕ)0 · · · (zϕ)−n+2 z

...
...

. . .
...

(zϕ)n (zϕ)n−1 · · · (zϕ)1 zn

 ,
and moreover,

κn[zϕ] =

√
Dn[zϕ]

Dn+1[zϕ]
, n ∈ N ∪ {0}, D0[zϕ] ≡ 1. (2.16)

As expected and similar to the relationship of the X-RHP and the polynomials Qn and Q̂n,
if we assume that Dk[zϕ] ̸= 0 for k = n − 1, n, n + 1, the following matrix-valued function
constructed out of P and P̂ satisfies the Z-RHP:

Z(z;n) =


1

κn[zϕ]
Pn(z)

1

κn[zϕ]

∫
T

Pn(ζ)

(ζ − z)
ζϕ(ζ)dζ

2πiζn

−κn−1[zϕ]z
n−1P̂n−1

(
z−1
)
−κn−1[zϕ]

∫
T

P̂n−1

(
ζ−1
)

(ζ − z)
ζϕ(ζ)dζ

2πiζ

 . (2.17)

However, one can find an explicit relation relating the solution of the Z-RHP to the solution
of the X-RHP which can be directly analyzed by the Deift–Zhou nonlinear steepest descent
method [23]. This means that from the asymptotic analysis of the X-RHP we can obtain the
asymptotics of the Z-RHP. One way of making this connection is shown in Theorem 1.10, which
is based upon shifting in the index n. Instead, there is an alternative way10 which will yield
a simpler connection between the solution of the Z-RHP to the solution of the X-RHP. To
describe this idea more generally, let us consider the Riemann–Hilbert problem

� RH-Y1: Y (·;n, r) : C \ T→ C2×2 is analytic,

� RH-Y2: The limits of Y (ζ;n, r) as ζ tends to z ∈ T from the inside and outside of the
unit circle exist, and are denoted Y±(z;n, r) respectively and are related by

Y+(z;n, r) = Y−(z;n, r)

[
1 z−n+rϕ(z)
0 1

]
, z ∈ T,

� RH-Y3: Y (z;n, r) =
(
I +O

(
z−1
))
znσ3 as z →∞.

Using the standard Liouville’s theorem arguments, we have the following uniqueness result.

Lemma 2.2. The solution of the Riemann–Hilbert problem RH-Y1–RH-Y3 is unique, if it exists.

9For the same reason described earlier for the existence and uniqueness of Qn and Q̂n.
10Based on the idea used in [28].
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Define the function

W (z;n, r) := Y (z;n, r)

[
1 0
0 z−r

]
. (2.18)

It can be readily checked that W (z;n, r) satisfies the same jump condition on the unit circle
as X(z;n). Therefore, the function R(z;n, r) := W (z;n, r)X−1(z;n) must be a meromorphic
function with singular behaviour only at z = 0 and ∞. For a fixed value of r ∈ Z, one can find
the function R(z;n, r) explicitly in terms of the X-RHP data. The idea presented in the proof
of the following theorem can be used to connect Y (z;n, r) to X(n, z) for any r ∈ Z. However,
for two reasons we only consider the case r = 1; firstly, because it is the simplest nontrivial
case (besides r = −1) for which the main idea can be brought forth, and secondly because it is
naturally related to the problem of asymptotic analysis of two-bordered Toeplitz determinants
considered in this section.

2.1.1 Proof of Theorem 1.8

Notice that

Y (z;n, 1) ≡ Z(z;n). (2.19)

We can directly see that the behavior of R(z;n, 1) as z → 0 and z → ∞ are respectively
given by

R(z;n, 1) = Z(0;n)

[
0 0
0 z−1

]
X−1(0;n) +O(1) as z → 0,

R(z;n, 1) =

[
1 0
0 0

]
+O

(
z−1
)

as z →∞.

Therefore, by the Liouville’s theorem, we have

R(z;n, 1) = Z(0;n)

[
0 0
0 z−1

]
X−1(0;n) +

[
1 0
0 0

]
,

or

W (z;n, 1) =

[
Z(0;n)

[
0 0
0 z−1

]
X−1(0;n) +

[
1 0
0 0

]]
X(z;n).

In view of (2.19) and (2.18), this can be rewritten as

Z(z;n) =

[
Z(0;n)

[
0 0
0 z−1

]
X−1(0;n) +

[
1 0
0 0

]]
X(z;n)

[
1 0
0 z

]
. (2.20)

Let

Z(0;n) =

[
A B
C D

]
.

Since

Z(0;n)

[
0 0
0 z−1

]
=

[
0 Bz−1

0 Dz−1

]
,

the formula (2.20) implies that in order to express Z(z;n) purely in terms of X-RHP data, we
only need to find the unknowns B and D in terms of data from the X-RHP. Indeed, we can
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do so by requiring the right-hand side of (2.20) to behave according to RH-Z3. In fact, using
RH-X3, and the fact that11

X−1(0;n) =

[
X22(0;n) −X12(0;n)
−X21(0;n) X11(0;n)

]
,

we find that the right-hand side of (2.20) behaves like

Z(z;n) =

[[
1 BX11(0;n) +

∞
X1,12(n)

0 DX11(0;n)

]
+O

(
z−1
)]
znσ3 .

Comparing this with RH-Z3 yields

B = −
∞
X1,12(n)

X11(0;n)
, D =

1

X11(0;n)
.

Using these in (2.20) yields the desired result (1.21).
Now, we show that X11(0;n) is indeed nonzero. Since the X-RHP and the Z-RHP are special

cases of the Y -RHP, we work with the more general Y -RHP first and then specialize the values
of r to discuss X and Z RHPs. For a fixed value of r ∈ Z, assume that the solution to the
Riemann–Hilbert problem RH-Y1–RH-Y3 exists. By Lemma 2.2, this solution must be unique.
By RH-Y1 and RH-Y2, we conclude that Y11(z;n, r) is an entire function and RH-Y3 implies
that it must be a monic polynomial of degree n,

Y11(z;n, r) = zn +
n∑

j=0

βjz
j . (2.21)

Now we focus on Y12(z;n, r). From RH-Y2 and the Plemelj–Sokhotskii formula, we find

Y12(z;n, r) =

∫
T

Y11(s;n, r)s
−n+rϕ(s)

s− z
ds

2πi
. (2.22)

From RH-Y3 and the asymptotic expansion of Y12(z;n, r) for large |z|, we find that Y11(z;n, r)
must satisfy the orthogonality conditions∫

T
Y11(s;n, r)s

r−ℓϕ(s)
ds

2πis
= 0, for ℓ = 0, 1, . . . , n− 1. (2.23)

These orthogonality conditions give a linear system for determining the coefficients βj in (2.21).
The coefficient matrix for this linear system is precisely Tn[z

r · ϕ]. Since we have assumed Y
has a solution, this linear system must have a solution and since Y has a unique solution by
Lemma 2.2, this linear system must have a unique solution as well. This implies that Tn[z

r · ϕ]
is invertible and thus Dn[z

rϕ] ̸= 0. In particular, assuming the existence of the solution
X(z;n) ≡ Y (z;n, 0) of the Riemann–Hilbert problem RH-X1 through RH-X3 and the existence
of the solution Z(z;n) ≡ Y (z;n, 1) of the Riemann–Hilbert problem RH-Z1 through RH-Z3 im-
ply that Dn[ϕ] ̸= 0 and Dn[zϕ] ̸= 0. In particular, assuming the existence of the solution
X(z;n) ≡ Y (z;n, 0) of the Riemann–Hilbert problem RH-X1 through RH-X3 and the existence
of the solution Z(z;n) ≡ Y (z;n, 1) of the Riemann–Hilbert problem RH-Z1 through RH-Z3
imply that

Dn[ϕ] ̸= 0 and Dn[zϕ] ̸= 0. (2.24)

11Note that detX(z;n) ≡ 1.
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For r = 0, the unique monic polynomial of degree n satisfying the orthogonality conditions (2.23)
is

Y11(z;n, 0) = X11(z;n) =
1

Dn[ϕ]
det


ϕ0 ϕ−1 · · · ϕ−n

ϕ1 ϕ0 · · · ϕ−n+1
...

...
. . .

...
ϕn−1 ϕn−2 · · · ϕ−1

1 z · · · zn

 . (2.25)

Notice that

X11(0;n) = (−1)nDn[zϕ]

Dn[ϕ]
,

which is nonzero and well defined due to (2.24). This finishes the proof of Theorem 1.8.

2.1.2 Proof of Theorem 1.10

Recalling RH-X1, it is obvious that Z(z;n) as defined by (1.22) satisfies RH-Z1. From (1.22),
it is clear that Z(z;n) and X(z;n − 1) satisfy the same jump condition on the unit circle
since X(z;n− 1) is multiplied by a holomorphic function on the left. Notice that from RH-X2,
we have

X−1
− (z;n− 1)X+(z;n− 1) =

[
1 z−n+1ϕ(z)
0 1

]
,

and therefore Z(z;n) as defined by (1.22) satisfies RH-Z2. Recalling RH-X3, as z →∞ for the
right-hand side of (1.22) we have

r.h.s. of (1.22) =

z +
∞
X1,22(n− 1)−

∞
X2,12(n−1)
∞
X1,12(n−1)

−
∞
X1,12(n− 1)

1
∞
X1,12(n−1)

0


×

I + ∞
X1(n− 1)

z
+

∞
X2(n− 1)

z2
+O

(
z−3
)[z−1 0

0 z

]
znσ3

=
(
I +O

(
z−1
))
znσ3 .

Therefore, Z(z;n) as defined by (1.22) satisfies RH-Z3 as well, and hence is the unique solution
of the Z-RHP.

Finally, we show that
∞
X1,12(n − 1) is indeed nonzero. From RH-X3, (2.22) and (2.23), we

find

∞
X1,12(n) = −

∫
T
X11(s;n)sϕ(s)

ds

2πis
.

From this and (2.25), we have the determinantal representation

∞
X1,12(n) = −

1

Dn[ϕ]

∫
T
det


ϕ0 ϕ−1 · · · ϕ−n

ϕ1 ϕ0 · · · ϕ−n+1
...

...
. . .

...
ϕn−1 ϕn−2 · · · ϕ−1

1 s · · · sn

 sϕ(s)
ds

2πis
= (−1)n+1Dn+1[zϕ]

Dn[ϕ]
,
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by integrating along the last row and performing n adjacent row swaps. Therefore,

∞
X1,12(n− 1) = (−1)n Dn[zϕ]

Dn−1[ϕ]
.

By the exact same argument presented in Section 2.1.1, we know that assuming the existence
of the solution X(z;n − 1) ≡ Y (z;n − 1, 0) of the Riemann–Hilbert problem RH-X1 through
RH-X3 (with parameter n − 1) and the existence of the solution Z(z;n) ≡ Y (z;n, 1) of the
Riemann–Hilbert problem RH-Z1 through RH-Z3 imply that

Dn−1[ϕ] ̸= 0 and Dn[zϕ] ̸= 0.

This means that
∞
X1,12(n− 1) is nonzero and well defined. We have thus concluded the proof of

Theorem 1.10.

Remark 2.3. It is worthwhile to highlight that we would prefer (1.21) over (1.22) because
in (1.21), we only need to use data from one subleading term,

∞
X1, while in (1.22), we also

need to extract data from
∞
X2. The compatibility of these two solutions is expected to give

rise to identities involving Qn and Q̂. In this case, as expected, these identities are exactly the
well-known recurrence relations for the system of bi-orthogonal polynomials on the unit circle.
A new proof for these identities is presented in Lemma 2.22.

2.2 Proof of Theorem 1.7

2.2.1 Bordered Toeplitz determinants of the type DB
n

[
ϕ; z−1(q1ϕ+ q2)

]
Let us first recall the following elementary properties of the bordered Toeplitz determinants:

DB
n

[
ϕ;

m∑
j=1

ajψj

]
=

m∑
j=1

ajD
B
n [ϕ, ψj ], (2.26)

DB
n [ϕ;ϕ] = Dn[ϕ], (2.27)

DB
n [ϕ; 1] = Dn−1[ϕ]. (2.28)

Let us denote

q0(z) :=
1

z − c
and ψ0(z) := q0(z)ϕ(z). (2.29)

As a first step, it is useful to recall the description of DB
N [ϕ; q1ϕ+ q2] in terms of the solution of

the X-RHP as shown in [7] which allows for an effective asymptotic analysis of such bordered
Toeplitz determinants.

Lemma 2.4 ([7]). The bordered Toeplitz determinant DB
n+1[ϕ, q0], is encoded into X-RHP data

described by

DB
n+1[ϕ; q0] =

{
0, |c| < 1,

−c−n−1Dn[ϕ]X11(c;n), |c| > 1,
(2.30)

where Dn[ϕ] is given by (1.1) and X11 is the 11 entry of the solution to RH-X1 through RH-X3.

Corollary 2.5 ([7]). We have

DB
n+1

[
ϕ; a+

b0
z

+

m∑
j=1

bj
z − cj

]
= Dn[ϕ]

(
a−

m∑
j=1

|cj |>1

bjc
−n−1
j X11(cj ;n)

)
,
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and for a Szegő-type ϕ

DB
n+1

[
ϕ; a+

b0
z

+

m∑
j=1

bj
z − cj

]
= G[ϕ]nE[ϕ]

(
a−

m∑
j=1

|cj |>1

bj
cj
α(cj)

)
(1 +O(e−cn)),

as n→∞, where α is given by (1.13), and the constants G[ϕ] and E[ϕ] are given by (1.8) and c
is some positive constant.

Lemma 2.6 ([7]). Let ϕ be of Szegő-type. Then, as n→∞, we have

DB
n+1[ϕ; z] = Dn[ϕ]

(
− 1

2πi

∫
T
ln(ϕ(τ))dτ +O(e−cn)

)
,

for some positive constant c.

Lemma 2.7 ([7]). Let ψ0 be as defined in (2.29) with c ̸= 0. Then the bordered Toeplitz
determinant DB

n [ϕ;ψ0] can be written in terms of the following data from the solution of the
X-RHP:

DB
n+1[ϕ;ψ0] = −

1

c
Dn+1[ϕ] +

1

c
Dn[ϕ]X12(c;n),

where Dn[ϕ] is given by (1.1) and X12 is the 12 entry of the solution to RH-X1 through RH-X3.

Corollary 2.8 ([7]). We have

DB
n+1

[
ϕ;

(
a+

m∑
j=1

bjz

z − cj

)
ϕ

]
= aDn+1[ϕ] +Dn[ϕ]

m∑
j=1

bjX12(cj ;n),

and for a Szegő-type ϕ

DB
n+1

[
ϕ;

(
a+

m∑
j=1

bjz

z − cj

)
ϕ

]
= G[ϕ]n+1E[ϕ]

(
a+

1

G[ϕ]

m∑
j=1

|cj |<1

bjα(cj)

)
(1 +O(e−cn)),

as n→∞, where α is defined in (1.13), G[ϕ] and E[ϕ] are given by (1.8), and c is some positive
constant.

We choose to follow the notations introduced in [7] for a smoother navigation between the
papers. Recalling (1.10), we have

z−1q1(z) = a1 +
a0
z

+
b0
z2

+

m∑
j=1

bj
z − cj

, z−1q2(z) = â1 +
d̂0
z

+
b̂0
z2

+

m∑
j=1

d̂j
z − cj

,

where

d̂0 = â0 −
m∑
j=1

b̂jc
−1
j and d̂j = b̂jc

−1
j .

All contributions from all terms in z−1q1 and z−1q2 are expressed in lemmas above and other
results in [7], except for the contribution from b0z

−2 in z−1q1. Notice that the term b̂0z
−2

in z−1q2 does not contribute due to [7, Lemma 2.1].
The contribution from b0z

−2 in z−1q1 corresponds to the bordered Toeplitz determinant
DB

N

[
ϕ; z−2ϕ

]
. More generally, we prove the following theorem, which characterizes X12(z;n) as

the generating function for the objects DB
n+1

[
ϕ; z−ℓϕ

]
/Dn[ϕ], ℓ ∈ N.
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Theorem 2.9. Let ℓ ∈ N, and suppose that the solution X(z;n) of the Riemann–Hilbert problem
RH-X1 through RH-X3 exists. The coefficient of zℓ in the Taylor expansion of X12(z;n) centered
at zero, is precisely the object DB

n+1

[
ϕ; z−ℓϕ

]
/Dn[ϕ]. In other words,

DB
n+1

[
ϕ; z−ℓϕ

]
=
Dn[ϕ]

ℓ!

dℓ

dzℓ
X12(z;n)

∣∣∣∣
z=0

,

where X12(z;n) is the 12-entry in the solution of the Riemann–Hilbert problem RH-X1 through
RH-X3.

Proof. Notice that

dℓ

dzℓ
(ζ − z)−1

∣∣∣∣
z=0

= ℓ!ζ−ℓ−1.

Therefore, from (2.22) and (2.25), we have

Dn[ϕ]

ℓ!

dℓ

dzℓ
X12(z;n)

∣∣∣∣
z=0

= Dn[ϕ]

∫
T
X11(ζ;n)ζ

−ℓ−nϕ(z)
dζ

2πiζ
.

=

∫
T
det


ϕ0 ϕ−1 · · · ϕ−n

ϕ1 ϕ0 · · · ϕ−n+1
...

...
. . .

...
ϕn−1 ϕn−2 · · · ϕ−1

1 ζ · · · ζn

 ζ−n−ℓϕ(ζ)
dζ

2πiζ

= det


ϕ0 ϕ−1 · · · ϕ−n

ϕ1 ϕ0 · · · ϕ−n+1
...

...
. . .

...
ϕn−1 ϕn−2 · · · ϕ−1∫

T
ζ−ℓϕ(ζ)

ζn
dζ
2πiζ

∫
T

ζ−ℓϕ(ζ)
ζn−1

dζ
2πiζ · · ·

∫
T ζ

−ℓϕ(ζ) dζ
2πiζ



= det


ϕ0 ϕ−1 · · · ϕ−n

ϕ1 ϕ0 · · · ϕ−n+1
...

...
. . .

...
ϕn−1 ϕn−2 · · · ϕ−1[
z−ℓϕ

]
n

[
z−ℓϕ

]
n−1

· · ·
[
z−ℓϕ

]
0

 = DB
n+1

[
ϕ; z−ℓϕ

]
.

In the above we have used that Dn[ϕ] ̸= 0 which is implied by the existence of the solution to
the X-RHP as elaborated in the proof of Theorem 1.8. ■

The following asymptotic result simply follows from the asymptotic analysis of the X-RHP,
see (A.7).

Corollary 2.10. For a Szegő-type symbol, we have

DB
n+1

[
ϕ; z−ℓϕ

]
= G[ϕ]nE[ϕ]

(
α(ℓ)(0)

ℓ!
+O(e−cn)

)
, as n→∞,

where α is given by (1.13), and the constants G[ϕ] and E[ϕ] are given by (1.8) and c is some
positive constant.

Remark 2.11. This is in agreement with [7, Lemma 2.7]. For ℓ = 1, Notice that α′(0) =
[log ϕ]1α(0) = [log ϕ]1G[ϕ].
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Lemma 2.12. Let ϕ be of Szegő-type and the rational functions q1 and q2 be given by (1.10).
Then, the following asymptotic behavior of DB

n

[
ϕ; z−1(q1ϕ+ q2)

]
as n→∞ takes place:

DB
n

[
ϕ; z−1(q1ϕ+ q2)

]
= G[ϕ]nE[ϕ]

(
H[ϕ;ψ] +O(e−cn)

)
,

where G[ϕ] and E[ϕ] are given by (1.8), H[ϕ;ψ] is given by

H[ϕ;ψ] = a1 −
m∑
j=1

bj
cj

+ a0[log ϕ]1 + b0[log ϕ]2 +
b0
2
[log ϕ]21

+
1

α(0)

(
â1 −

m∑
j=1

|cj |>1

b̂j
c2j
α(cj) +

m∑
j=1

0<|cj |<1

bj
cj
α(cj)

)
, (2.31)

and α is given by (1.13), and c is some positive constant.

Proof. The proof is straight-forward, using (2.26), (2.27), (2.28), lemmas cited above from [7]
and Corollary 2.10. ■

2.2.2 Bordered Toeplitz determinants of the type DB
n [zϕ; q1ϕ+ q2]

Now we focus on computing the asymptotics of DB
n [zϕ; q1ϕ+ q2] for the rational functions q1(z)

and q2(z) given by (1.10). In view of (2.26), we need to express the following bordered Toeplitz
determinants in terms of the data from the Z-RHP: DB

n [zϕ;ϕ], D
B
n

[
zϕ; 1zϕ

]
, DB

n

[
zϕ; zϕ

z−c

]
with

c ̸= 0,DB
n [zϕ; z], andD

B
n

[
zϕ; 1

z−c

]
with c ̸= 0. Notice that we already know thatDB

N

[
zϕ; zk

]
= 0,

k ∈ Z \ {0, 1, . . . , n}, since the Fourier coefficients (zk)j = 0 for 0 ≤ j ≤ n, k ∈ Z \ {0, 1, . . . , n}.
Regarding the first two bordered Toeplitz determinants in the above list, we can use the

following generalization of Theorem 2.9 which can be proven identically.

Lemma 2.13. Let r ∈ Z and ℓ ∈ N. Suppose that the solution to the Riemann–Hilbert problem
RH-Y1–RH-Y3 exists.12 The coefficient of zℓ in the Taylor expansion of Y12(z;n, r) centered at
zero, is precisely the object DB

n+1

[
zrϕ; zr−ℓϕ

]
/Dn[z

rϕ]. In other words,

DB
n+1

[
zrϕ; zr−ℓϕ

]
=
Dn[z

rϕ]

ℓ!

dℓ

dzℓ
Y12(z;n, r)

∣∣∣∣∣
z=0

,

where Y12(z;n, r) is the 12-entry in the solution of the Riemann–Hilbert problem RH-Y1–RH-Y3.

Corollary 2.14. Suppose that the solution X(z;n) of the Riemann–Hilbert problem RH-X1
through RH-X3 and the solution Z(z;n) of the Riemann–Hilbert problem RH-Z1 through RH-Z3
exist. We have the following characterizations for DB

n+1[zϕ, ϕ] and DB
n+1

[
zϕ, 1zϕ

]
in terms of

the solution of the Riemann–Hilbert problem RH-Z1–RH-Z3:

DB
n+1[zϕ, ϕ] = Dn[zϕ]

d

dz
Z12(z;n)

∣∣∣∣∣
z=0

,

DB
n+1

[
zϕ,

1

z
ϕ

]
=
Dn[zϕ]

2

d2

dz2
Z12(z;n)

∣∣∣∣∣
z=0

.

Moreover, if ϕ is a Szegő-type symbol and there exists N0 ∈ N such that for all n ≥ N0, we
have |Cn[ϕ]| > 0, with

Cn[ϕ] :=
1

2πi

∫
Γ0

τnϕ−1(τ)α2(τ)dτ, (2.32)

12This implies that Dn[z
rϕ] ̸= 0 as elaborated in the proof of Theorem 1.8.
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then

DB
n+1[zϕ, ϕ]

Dn[zϕ]
= G[ϕ]

(
1− [log ϕ]1

Cn[ϕ]

Cn−1[ϕ]

)(
1 +O

(
ρ−2n

))
, (2.33)

DB
n+1

[
zϕ, 1zϕ

]
Dn[zϕ]

= G[ϕ]

(
[log ϕ]1 −

(
[log ϕ]2 +

[log ϕ]21
2

)
Cn[ϕ]

Cn−1[ϕ]

)(
1 +O

(
ρ−2n

))
, (2.34)

where α is given by (1.13), and Γ0 is a counter-clockwise circle with radius ρ−1 < 1. The
number ρ > 1 is chosen such that ϕ is analytic in the annulus {z : ρ−1 < |z| < ρ}.

Proof. Using (1.21), we have

Z12(z;n) = (B(n) + z)X12(z;n)−
∞
X1,12(n)X22(z;n), (2.35)

where for the simplicity of notations we have introduced

B(n) :=

∞
X1,12(n)X21(0;n)

X11(0;n)
. (2.36)

Using (A.7), as n→∞, uniformly for z ∈ Ω0, we have

X11(z;n) = −R1,12(z;n)α
−1(z)

(
1 +O

(
ρ−2n

1 + |z|

))
, (2.37)

X12(z;n) = α(z)

(
1 +O

(
ρ−2n

1 + |z|

))
,

X21(z;n) = −α−1(z)

(
1 +O

(
ρ−2n

1 + |z|

))
, (2.38)

X22(z;n) = R1,21(z;n)α(z)

(
1 +O

(
ρ−2n

1 + |z|

))
, (2.39)

where α and R1 are respectively given by (A.3) and (A.6) and ρ−1 is the radius of the circle Γ0

shown in Figure 1. First, let us consider the large-n behavior of B(n) given by (2.36). Let us
first focus on

∞
X1,12(n). From RH-X3, we have

∞
X1(n) = lim

z→∞
z(X(z;n)z−nσ3 − I).

From this, and recalling (A.7) for z ∈ Ω∞, (A.8) and the fact that α(z)→ 1 as z →∞, we find

∞
X1,12(n) = lim

z→∞
zR1,12(z) +O

(
ρ−3n

)
=

1

2πi

∫
Γ0

τnϕ−1(τ)α2(τ)dτ ×
(
1 +O

(
ρ−2n

))
= O(ρ−n), (2.40)

where we have used (A.5), (A.6) and the fact that R2ℓ(z;n) is diagonal and R2ℓ+1(z;n) is
off-diagonal, ℓ ∈ N ∪ {0}. From (2.37), (2.38) and (2.40), we obtain

B(n) = − Cn[ϕ]

Cn−1[ϕ]
×
(
1 +O

(
ρ−2n

))
, (2.41)

where Cn[ϕ] ≡ −R1,12(0;n+ 1) = O(ρ−n) is given by (2.32), see (A.5). From (2.35),

d

dz
Z12(z;n)

∣∣∣∣∣
z=0

= X12(0;n) +B(n)
d

dz
X12(z;n)

∣∣∣∣∣
z=0

+O(ρ−2n)
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= (α(0) +B(n)α′(0))
(
1 +O

(
ρ−2n

))
,

d2

dz2
Z12(z;n)

∣∣∣∣∣
z=0

= 2
d

dz
X12(z;n)

∣∣∣∣∣
z=0

+B(n)
d2

dz2
X12(z;n)

∣∣∣∣∣
z=0

+O(ρ−2n)

= (2α′(0) +B(n)α′′(0))
(
1 +O

(
ρ−2n

))
,

recalling that
∞
X1,12(n) = O(ρ−n) by (2.40), and that X22(z;n) = O(ρ−n/(1 + |z|)) by (2.39)

and (A.5). Finally, we arrive at (2.33) and (2.34) recalling (1.8), (1.13) and observing that

α(0) = G[ϕ], α′(0) = G[ϕ] · [log ϕ]1, α′′(0) = G[ϕ] ·
(
2[log ϕ]2 + [log ϕ]21

)
. ■

Remark 2.15. The asymptotic behavior of Cn[ϕ], and hence that of Bn[ϕ], depends on the
analytic properties of the symbol ϕ, and thus detailed behavior can only be obtained for a con-
crete symbol. For instance, for ϕ̂(z) given by (1.11), similar asymptotics were computed in [7,
Proposition 2.10]. Nevertheless, we will see that the knowledge of this asymptotics is not going
to be needed for the leading order asymptotics of DB

n [ϕ;ψ2]. Proposition 2.10 of [7] also high-
lights that the collection of Szegő-type symbols ϕ satisfying |Cn[ϕ]| > 0 for sufficiently large n,
is indeed nonempty.

Similar to Lemma 2.7, we can prove the analogous result when ϕ is replaced by zϕ.

Lemma 2.16. Let

η0(z) :=
zϕ

z − c
with c ̸= 0.

Then the bordered Toeplitz determinant DB
n [zϕ; η0] can be written in terms of the following data

from the solution of the Z-RHP:

DB
n+1[zϕ; η0] = −

1

c
Dn+1[zϕ] +

1

c
Dn[zϕ]Z12(c;n), (2.42)

where Dn[ϕ] is given by (1.1) and Z12 is the 12 entry of the solution to RH-Z1 through RH-Z3.

Corollary 2.17. It holds that

DB
n+1[zϕ; η0]

Dn[zϕ]
=
Z12(c;n)− Z12(0;n)

c
, (2.43)

and moreover, if ϕ is a Szegő-type symbol, we have

DB
n+1[zϕ; η0]

Dn[zϕ]
=
G[ϕ]

c

Cn[ϕ]

Cn−1[ϕ]
×
(
1 +O

(
ρ−2n

))
+

α(c)
(
1− c−1 Cn[ϕ]

Cn−1[ϕ]

)(
1 +O

(
ρ−2n

))
, |c| < 1,

O(ρ−n), |c| > 1,
(2.44)

where Cn[ϕ] and α are given by (2.32) and (1.13), respectively. The number ρ > 1 is such
that ϕ is analytic in the annulus

{
z : ρ−1 < |z| < ρ

}
, and in addition is chosen such that ρ < |c|

when |c| > 1, and ρ−1 > |c| when |c| < 1.
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Proof. Let us rewrite (2.42) as

DB
n+1[zϕ; η0]

Dn[zϕ]
= −1

c

Dn+1[zϕ]

Dn[zϕ]
+

1

c
Z12(c;n) =

Z12(c;n)− κ−2
n [zϕ]

c
, (2.45)

where we have used (2.16). From (2.14) and (2.15), we can observe that

κ−2
n [zϕ] = Z12(0;n),

and if we combine this with (2.45), we obtain (2.43). Rewriting (2.43) using (2.35), we have

Z12(c;n)− Z12(0;n)

c
= X12(c;n) +B(n)

(
X12(c;n)−X12(0;n)

c

)
−

∞
X1,12(n)

(
X22(c;n)−X22(0;n)

c

)
.

We now obtain (2.44), using (A.7), (2.40), and (2.41). ■

Let us recall q0 as defined in (2.29). The Fourier coefficients of q0 are given by

q0,j =

{
0, |c| < 1,

−(c)−j−1, |c| > 1,
0 ≤ j ≤ n.

The following results can be proven identically as Lemma 2.4 and Corollary 2.5 reminded above
from [7], which establishes how DB

N [zϕ; q] is encoded into Z-RHP data.

Lemma 2.18. The bordered Toeplitz determinant DB
n+1

[
zϕ, 1

z−c

]
, is encoded into the Z-RHP

data described by

DB
n+1

[
zϕ;

1

z − c

]
=

{
0, |c| < 1,

−c−n−1Dn[zϕ]Z11(c;n), |c| > 1,
(2.46)

where Dn[ϕ] is given by (1.1) and Z11 is the 11 entry of the solution to RH-Z1 through RH-Z3.
Moreover, if ϕ is a Szegő-type symbol, we have

DB
n+1

[
zϕ;

1

z − c

]
Dn[zϕ]

=

0, |c| < 1,

−α(c)
(
c−1 − c−2 Cn[ϕ]

Cn−1[ϕ]

)(
1 +O

(
ρ−2n

))
, |c| > 1,

(2.47)

where Cn[ϕ] and α are given by (2.32) and (1.13), respectively. For the case |c| > 1, the
number 1 < ρ < |c| is such that ϕ is analytic in the annulus

{
z : ρ−1 < |z| < ρ

}
.

Proof. The proof of (2.46) is identical to that of (2.30). From (1.21), we have

Z11(z;n) =
(
1 +B(n)z−1

)
X11(z;n)−

∞
X1,12(n)z

−1X21(z;n), (2.48)

where B(n) is defined in (2.36).13 Now, (2.47) follows from (A.7), (A.5), (2.40), and (2.41). ■

Finally, let us find the asymptotics of DB
n+1[zϕ; z].

13Since Z11 is a polynomial (see (2.17)), the coefficient of z−1 in (2.48) must vanish: B(n)X11(0;n) −∞
X1,12(n)X21(0;n) = 0. This is, as expected, in agreement with (2.36).
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Lemma 2.19. It holds that

DB
n+1[zϕ; z] = DB

n [zϕ] limz→∞

[
Z11(z;n)− zn

zn−1

]
. (2.49)

Moreover, if ϕ is of Szegő-type, as n→∞, we have

DB
n+1 [zϕ; z]

Dn[zϕ]
=

(
−[log ϕ]−1 −

Cn[ϕ]

Cn−1[ϕ]

)(
1 +O

(
ρ−2n

))
, (2.50)

where Cn[ϕ] is given by (2.32) and the number ρ > 1 is chosen such that ϕ is analytic in the
annulus

{
z : ρ−1 < |z| < ρ

}
.

Proof. One can prove (2.49) in the exact same manner as [7, equation (2.16)]. Let us re-
call (2.48). Observe that

∞
X1,12(n)z

−1X21(z;n)

zn−1
= O

(
z−1
)
,

asX21(z;n) is a polynomial of degree n−1, and thus the above term in (2.48) does not contribute
to the limit in (2.49). So we just focus on the first term in (2.48). Expanding α(z), given
by (1.13), as z →∞, we get

α(z) = 1− 1

2πiz

∫
T
ln(ϕ(τ))dτ +O

(
z−2
)
.

Using this in the expression for X11(z;n) = α(z)zn
(
1+O

( ρ−2n

1+|z|
))

in Ω∞ (see (A.7) and Figure 1)

and combining with (2.48), (2.49) and (2.41), we obtain (2.50). ■

The following result now follows in a straightforward way from Lemmas 2.18, 2.19, Corollar-
ies 2.14 and 2.17, and equations (2.26), (2.27) and (2.28).

Corollary 2.20. Let ψ be given by (1.9) and (1.10), and ϕ be of Szegő-type. Then, the following
asymptotic behavior as n→∞ takes place:

DB
n+1[zϕ;ψ]

Dn[zϕ]
= G[ϕ]

(
F [ϕ, ψ]−H[ϕ, ψ]

Cn[ϕ]

Cn−1[ϕ]
+O(ρ−n)

)
,

where F [ϕ, ψ] is given by (1.12), and H[ϕ, ψ] is given by (2.31). In the above formulae, Cn[ϕ]
and α are given by (2.32) and (1.13), respectively, and the number ρ is such that

1 < ρ < min
1≤j≤m
|cj |>1

{|cj |}, max
1≤j≤m
0<|cj |<1

{|cj |} < ρ−1 < 1,

and ϕ is analytic in the annulus
{
z : ρ−1 < |z| < ρ

}
.

This result is the last needed asymptotics to prove Theorem 1.7. In fact, from (2.10),

DB
n [ϕ;ψ2] = DB

n−1

[
ϕ; z−1ψ1

]DB
n−1[zϕ;ψ2]

Dn−2[zϕ]
−DB

n−1

[
ϕ; z−1ψ2

]DB
n−1[zϕ;ψ1]

Dn−2[zϕ]
,

Corollary 2.20 and Lemma 2.12, we obtain (1.19) and (1.20). We have thus finished the proof
of Theorem 1.7.
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Remark 2.21. It is worthwhile to highlight that the framework presented in this section can
be recursively used to find the asymptotics of a k-bordered Toeplitz determinant when each ψj

is of the form (1.9)–(1.10), for any finite k. For instance, let us consider the three-bordered
Toeplitz determinant D := DB

n [ϕ;ψ3] ≡ DB
n [ϕ;ψ1, ψ2, ψ3]. Like the two-bordered case, we use

the Dodgson condensation identity (2.7), this time for D:

D ·D
{

0 n− 1
n− 2 n− 1

}
= D

{
0

n− 2

}
·D
{
n− 1
n− 1

}
−D

{
0

n− 1

}
·D
{
n− 1
n− 2

}
. (2.51)

We observe that

D

{
0 n− 1

n− 2 n− 1

}
= DB

n−2

[
zϕ; z−1ψ1

]
is a (single) bordered Toeplitz determinant, while all four determinants on the right-hand side
of (2.51) are two-bordered Toeplitz determinants:

D

{
0

n− 2

}
= DB

n−1[zϕ;ψ1, ψ3], (2.52)

D

{
n− 1
n− 1

}
= DB

n−1

[
ϕ; z−1ψ1, z

−1ψ2

]
, (2.53)

D

{
0

n− 1

}
= DB

n−1[zϕ;ψ1, ψ2], (2.54)

D

{
n− 1
n− 2

}
= DB

n−1

[
ϕ; z−1ψ1, z

−1ψ3

]
. (2.55)

These two-bordered Toeplitz determinants can be asymptotically analyzed using the results and
methods described earlier in this section, and thus pave the way for the asymptotic analysis
of DB

n [ϕ;ψ3] via (2.51).

2.3 A new proof of the three term recurrence relations for BOPUC

Finally, we would like to discuss the compatibility of (1.21) and (1.22) in view of the uniqueness
of the solution of the Z Riemann–Hilbert problem, see Lemma 2.2. This compatibility provides
a new proof for the recurrence relations of the system of bi-orthogonal polynomials on the unit
circle in the next lemma.

Lemma 2.22 ([19, Lemma 2.2], [38]). Suppose that for each n∈ N ∪ {0} the solution X(z;n)
of the Riemann–Hilbert problem RH-X1 through RH-X3 and the solution Z(z;n) of the Rie-
mann–Hilbert problem RH-Z1 through RH-Z3 exist. Then the system of bi-orthogonal polynomi-
als
{
Qj(z), Q̂j(z)

}∞
j=0

exist and satisfy the following recurrence relations for n ∈ N ∪ {0}:

κnzQn(z) = κn+1Qn+1(z)−Qn+1(0)z
n+1Q̂n+1

(
z−1
)
, (2.56)

κnz
−1Q̂n

(
z−1
)
= κn+1Q̂n+1

(
z−1
)
− Q̂n+1(0)z

−n−1Qn+1(z), (2.57)

κn+1z
−1Q̂n

(
z−1
)
= κnQ̂n+1

(
z−1
)
− Q̂n+1(0)z

−nQn(z), (2.58)

and

κ2
n+1 − κ2

n = Qn+1(0)Q̂n+1(0). (2.59)

Proof. As described in the proofs of Theorems 1.8 and 1.10 in Sections 2.1.1 and 2.1.2, under
these assumptions for each n ∈ N ∪ {0}, we have
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� Dn[ϕ] ̸= 0 and κn exist and is nonzero (see (2.4)), and

� X11(0;n) ≡ κ−1
n Qn(0) ̸= 0 and

∞
X1,12(n) ̸= 0.

The compatibility of the 11 and 21 entries of (1.21) and (1.22) can be written as[
−z−1

∞
X1,12(n)

∞
X1,12(n− 1)

z−1 0

][
X21(z;n)

X21(z;n− 1)

]

=

−
∞
X1,12(n)X21(0;n)

X11(0;n)
z−1 − 1 z +

∞
X1,22(n− 1)−

∞
X2,12(n−1)
∞
X1,12(n−1)

X21(0;n)
X11(0;n)

z−1 1
∞
X1,12(n−1)

[ X11(z;n)
X11(z;n− 1)

]
. (2.60)

Solving this linear system by inverting the coefficient matrix on the left-hand side, in particular,
yields

X21(z;n) =
X21(0;n)

X11(0;n)
X11(z;n) +

1
∞
X1,12(n− 1)

zX11(z;n− 1).

Using (2.6), shifting the index n 7→ n+ 1, and straight-forward simplifications yield

zQn(z)−
κ3
n

∞
X1,12(n)

Qn+1(0)
Qn+1(z) = −

∞
X1,12(n)κ2

nz
nQ̂n

(
z−1
)
. (2.61)

Matching the coefficients of zn+1 yields the identity

∞
X1,12(n) =

Qn+1(0)

κ2
nκn+1

,

using which we can write (2.61) as

zQn(z) =
κn

κn+1
Qn+1(z)−

Qn+1(0)

κn+1
znQ̂n

(
z−1
)
. (2.62)

Now, by inverting the coefficient matrix on the right-hand side of (2.60), in particular, we obtain

DX11(z;n− 1) = X21(z;n− 1)−X21(z;n), (2.63)

for some constant D. Recalling (2.6) and matching the coefficients of zn−1 gives

D = κn−1Q̂n−1(0).

Using this along with (2.6), shifting the index n 7→ n+ 2 and straightforward rearrangement of
terms in (2.63) yield (2.57).

Now, we combine (2.57) and (2.62) to obtain

κnzQn(z) =

[
κ2
n +Qn+1(0)Q̂n+1(0)

κn+1

]
Qn+1(z)−Qn+1(0)z

n+1Q̂n+1

(
z−1
)
. (2.64)

Evaluating this equation at z = 0 gives (2.59). Combining (2.59) and (2.64) gives (2.56). Finally,
eliminating Qn+1(z) from (2.56) and (2.57), and using (2.59), yields (2.58). ■
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3 Semi-framed, framed
and multi-framed Toeplitz determinants

As will become clear later in the sequel, the semi-framed Toeplitz determinants form the build-
ing blocks to study the asymptotics of framed and multi-framed Toeplitz determinants. To
get started in this section, it is useful to revisit the definitions of the semi-framed Toeplitz
determinants which were introduced in the introduction here again. For ϕ, ψ, η ∈ L1(T) and
a parameter a ∈ C define the n×n semi-framed Toeplitz determinants En[ϕ;ψ, η; a], Gn[ϕ;ψ, η; a],
Hn[ϕ;ψ, η; a] and Ln[ϕ;ψ, η; a] as

En[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψn−2

ϕ1 ϕ0 · · · ϕ−n+3 ψn−3
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψ0

ηn−2 ηn−3 · · · η0 a

 , (3.1)

Gn[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψ0

ϕ1 ϕ0 · · · ϕ−n+3 ψ1
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψn−2

η0 η1 · · · ηn−2 a

 , (3.2)

Hn[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψ0

ϕ1 ϕ0 · · · ϕ−n+3 ψ1
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψn−2

ηn−2 ηn−3 · · · η0 a

 , (3.3)

and

Ln[ϕ;ψ, η; a] := det


ϕ0 ϕ−1 · · · ϕ−n+2 ψn−2

ϕ1 ϕ0 · · · ϕ−n+3 ψn−3
...

...
. . .

...
...

ϕn−2 ϕn−3 · · · ϕ0 ψ0

η0 η1 · · · ηn−2 a

 , (3.4)

where fj ’s are the Fourier coefficients of f ∈ {ϕ, ψ, η}. To distinguish these framed Toeplitz
matrices, it is helpful to think of them visually as ←↑, →↓, ←↓, and →↑, respectively. For
example, ←↑ is associated with En because the index of the Fourier coefficients in the last row
of En increase from right to left (←) and the index of the Fourier coefficients in the last column
of EN increase from bottom to top (↑). We should mention that each of these determinants can
be written in terms of any other one by a simple observation (see Lemma 3.1).

It can be easily checked that

FN

[
ϕ;

m1∑
j=1

Ajψj ,

m2∑
k=1

Bkηk; a

]
=

m1∑
j=1

m2∑
k=1

AjBkFN

[
ϕ;ψj , ηk; âj,k

]
,

F ∈ {E,G,H,L}, (3.5)

where âj,k are complex numbers satisfying

m1∑
j=1

m2∑
k=1

AjBkâj,k = a. (3.6)
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If Aj and Bk are nonzero, one such set of numbers is obviously âj,k = a
m1m2AjBk

.

Lemma 3.1. The semi-framed determinants En[ϕ;ψ, η; a], Gn[ϕ;ψ, η; a], and Ln[ϕ;ψ, η; a] have
the following representations in terms of Hn[ϕ; f, g; a]:

En[ϕ;ψ, η; a] = Hn

[
ϕ; zn−2ψ̃, η; a

]
, Gn[ϕ;ψ, η; a] = Hn

[
ϕ;ψ, zn−2η̃; a

]
,

Ln[ϕ;ψ, η; a] = Hn

[
ϕ; zn−2ψ̃, zn−2η̃; a

]
,

where f̃ denotes the function z 7→ f
(
z−1
)
, f ∈ {ψ, η}.

Proof. It is enough to observe that
(
zn−2f̃

)
j
= fn−2−j . ■

Notice that in general the semi-framed Toeplitz determinants can not be reduced to simpler
objects like pure-Toeplitz determinants or bordered Toeplitz determinants via Dodgson con-
densation identities. Let us discuss here why no such identity exists. Let M be an N × N
semi-framed Toeplitz determinant. If one hopes for a Dodgson condensation identity

M ·M
{
j1 j2
k1 k2

}
= M

{
j1
k1

}
·M

{
j2
k2

}
−M

{
j1
k2

}
·M

{
j2
k1

}
,

with a simpler right-hand side (free of semi-framed determinants), then they must choose j2 =
k2 = N−1.14 Then, it is easy to see that any other choice for j1 and k1 can not lead to a situation
where the right-hand side of the corresponding Dodgson condensation identity is free of semi-
framed determinants. For example, with the most natural choice j1 = k1 = N − 2, we have

M︸︷︷︸
semi-framed

·M
{
N − 2 N − 1
N − 2 N − 1

}
︸ ︷︷ ︸

pure Toeplitz

= M

{
N − 2
N − 2

}
︸ ︷︷ ︸
semi-framed

·M
{
N − 1
N − 1

}
︸ ︷︷ ︸
pure Toeplitz

− M

{
N − 2
N − 1

}
︸ ︷︷ ︸

bordered Toeplitz

· M
{
N − 1
N − 2

}
︸ ︷︷ ︸

bordered Toeplitz

.

This suggests that the semi-framed Toeplitz determinants (corresponding to generic symbols)
are structured determinants which must be studied independently without the hope for their
reduction to the pure Toeplitz or bordered Toeplitz determinants. In fact, to that end, it turns
out that the characterizing objects for the semi-framed Toeplitz determinants En[ϕ;ψ, η; a],
Gn[ϕ;ψ, η; a], Hn[ϕ;ψ, η; a], and Ln[ϕ;ψ, η; a] are the reproducing kernel of the system of or-
thogonal polynomials associated with the symbol ϕ, while the characterizing objects for the
bordered Toeplitz determinants DB

n [ϕ;ψ] are the orthogonal polynomials themselves (see Sec-
tion 2 and [7]).

Even though in general, as we saw above, there does not exist a Dodgson condensation identity
which can relate a single semi-framed Toeplitz determinant to a number of pure-Toeplitz and
bordered-Toeplitz ones, there are particular examples where such reductions are possible. In
some sense such cases are the analogues of the identity (2.28), where for a particularly simple
symbol (in (2.28): ψ ≡ 1) a more complex structured determinant (in (2.28): the bordered
Toeplitz determinant) can be reduced to a less complex structured determinant (in (2.28): the
pure-Toeplitz determinant). In the case of semi-framed Toeplitz determinants Hn+1[ϕ;ψ, η; a],
we get such reductions when either ψ ≡ c, η ≡ c, ψ ≡ czn−1, η ≡ czn−1, c ∈ C, as described in
the following lemma.

14Recall, say from (1.1), that we index the rows and columns of an N × N matrix by 0 ≤ j ≤ N − 1 and
0 ≤ k ≤ N − 1, respectively.
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Lemma 3.2. It holds that

Hn+1[ϕ; 1, η; a] = aDn[ϕ] + (−1)nDB
n

[
z−1ϕ; η

]
,

Hn+1[ϕ;ψ, 1; a] = aDn[ϕ]−DB
n

[
ϕ̃; zn−1ψ̃

]
, Hn+1

[
ϕ; zn−1, η; a

]
= aDn[ϕ]−DB

n [ϕ; η],

Hn+1

[
ϕ;ψ, zn−1; a

]
= aDn[ϕ] + (−1)nDB

n

[
z−1ϕ̃; zn−1ψ̃

]
,

where f̃ denotes the function z 7→ f
(
z−1
)
, f ∈ {ψ, ϕ}.

Proof. These are immediate consequences of the definitions (1.2) and (3.3) and observing that(
zn−1f̃

)
j
= fn−1−j . ■

Remark 3.3. In view of Lemma 3.1, it is indeed sufficient to prove the above lemma for the
H-semi-framed Toeplitz determinants.

3.1 The Riemann–Hilbert characterization for semi-framed
Toeplitz determinants: Proof of Theorem 1.13

Similar to what is shown about bordered Toeplitz determinant DB
n [ϕ, ψ] in [7, Section 2], in this

section we show that the semi-framed Toeplitz determinants can also be expressed in terms of
the solution of the Riemann–Hilbert problem for pure Toeplitz determinants.

Let ψ = q1ϕ + q2 and η = q3ϕ + q4 where ϕ is the generating function of the Toeplitz part
and qj ’s are rational functions with simple poles, j = 1, 2, 3, 4. Below we show that unlike the
bordered Toeplitz determinants which are related to the orthogonal polynomials and/or their
Cauchy-type transforms (see Section 2), the semi-framed Toeplitz determinants are related to the
reproducing kernel of the same system of orthogonal polynomials. In order to see this connection,
we need to first find a determinantal representation for the reproducing kernel which would play
the same role for semi-framed Toeplitz determinants, as the determinantal representation (2.2)
plays for the bordered Toeplitz determinants.

We follow [30] to find this determinantal representation for the reproducing kernel. To that
end, we need to recall the LU decomposition of the Toeplitz matrix Tn[ϕ]. Write the polynomi-
als Qn(z) and Q̂n(z) as

Qn(z) =

n∑
j=0

qn,jz
j , Q̂n(z) =

n∑
j=0

q̂n,jz
j ,

and let us also denote

Zn(z) :=


1
z
...
zn

 and F n(z) :=


F0(z)
F1(z)

...
Fn(z)

 , F ∈
{
Q, Q̂

}
.

We thus have Qn(z) = AnZn(z), Q̂n(z) = BnZn(z), where An and Bn are the following
(n+ 1)× (n+ 1) lower triangular matrices

An :=


q0,0 0 · · · 0
q1,0 q1,1 · · · 0
...

...
. . .

...
qn,0 qn,1 · · · qn,n

 , Bn :=


q̂0,0 0 · · · 0
q̂1,0 q̂1,1 · · · 0
...

...
. . .

...
q̂n,0 q̂n,1 · · · q̂n,n

 . (3.7)

For the rest of this section, we assume that for fixed n, Dj [ϕ] ̸= 0, for j ∈ {0, 1, . . . , n + 1}, so
that the bi-orthogonality conditions (2.5) hold at least for the indices k,m ∈ {0, 1, . . . , n+ 1}.
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Theorem 3.4 ([30]). The LU decomposition of Tn+1[ϕ] is given by

Tn+1[ϕ] = [Bn]
−1
[
AT

n

]−1
. (3.8)

Proof. We have

δνµ =

∫
T
Qν(ζ)Q̂µ

(
ζ−1
)
ϕ(ζ)

dζ

2πiζ
=

ν∑
m=0

µ∑
ℓ=0

qν,mq̂µ,ℓ

∫
T
ζm−ℓϕ(ζ)

dζ

2πiζ

=

ν∑
m=0

µ∑
ℓ=0

qν,mq̂µ,ℓϕℓ−m =

ν∑
m=0

µ∑
ℓ=0

(An)ν,m(Bn)µ,ℓ(Tn+1[ϕ])ℓ,m

=

ν∑
m=0

µ∑
ℓ=0

(Bn)µ,ℓ(Tn+1[ϕ])ℓ,m
(
AT

n

)
m,ν

=
(
BnTn+1[ϕ]A

T
n

)
µ,ν
,

which is equivalent to (3.8). ■

Let us now consider the reproducing kernel

Kn(z, z) :=
n∑

j=0

Qj(z)Q̂j(z),

and for a complex parameter a define

K̂n(z, z; a) :=
1

Dn+1[ϕ]
det


ϕ0 ϕ−1 · · · ϕ−n 1
ϕ1 ϕ0 · · · ϕ1−n z
...

...
. . .

...
...

ϕn ϕn−1 · · · ϕ0 zn

1 z · · · zn a

 . (3.9)

Theorem 3.5 ([30]). The reproducing kernel Kn(z, z) has the following semi-framed Toeplitz
determinant representation

Kn(z, z) = a− K̂n(z, z; a). (3.10)

Proof. Let

K̂n(z, z; a) :=


ϕ0 ϕ−1 · · · ϕ−n 1
ϕ1 ϕ0 · · · ϕ1−n z
...

...
. . .

...
...

ϕn ϕn−1 · · · ϕ0 zn

1 z · · · zn a

 ,

and consider the following (n+ 2)× (n+ 2) extensions of An and Bn introduced in (3.7):

Ân :=

[
An 0n+1

0Tn+1 1

]
, B̂n :=

[
Bn 0n+1

0Tn+1 1

]
,

where 0Tn is the 1× n vector of zeros. We now have

B̂nK̂n(z, ζ; a)Â
T

n =

[
Bn 0n+1

0Tn+1 1

] [
Tn+1[ϕ] Zn(z)

ZT
n(z) a

] [
AT

n 0n+1

0Tn+1 1

]
=

[
BnTn+1[ϕ]A

T
n BnZn(z)

ZT
n(z)A

T
n a

]
=

[
In Q̂n(z)

QT
n(z) a

]
. (3.11)
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Taking the determinant of both sides of (3.11) yields K̂n(z, z; a) = a−Kn(z, z), where we have
used

det Ân = det B̂n =
n∏

j=0

κj =
1√

Dn+1[ϕ]
. ■

3.1.1 Proof of Theorem 1.13

This theorem bridges the semi-framed Toeplitz determinants (3.1)–(3.4) to the reproducing
kernel Kn(z, z). We only prove (1.25) as the remaining identities can be proven identically.
Recalling (3.9) notice that

∫
T
K̂n

(
z−1
1 , z2; â

)
z−n
2 η(z2)

dz2
2πiz2

=
1

Dn+1[ϕ]
det


ϕ0 ϕ−1 · · · ϕ−n 1

ϕ1 ϕ0 · · · ϕ1−n z−1
1

...
...

. . .
...

...
ϕn ϕn−1 · · · ϕ0 z−n

1

ηn ηn−1 · · · η0 âηn

 .

Therefore,∫
T

(∫
T
K̂n

(
z−1
1 , z2; â

)
z−n
2 η(z2)

dz2
2πiz2

)
ψ(z1)

dz1
2πiz1

=
1

Dn+1[ϕ]
det


ϕ0 ϕ−1 · · · ϕ−n ψ0

ϕ1 ϕ0 · · · ϕ1−n ψ1
...

...
. . .

...
...

ϕn ϕn−1 · · · ϕ0 ψn

ηn ηn−1 · · · η0 âηnψ0

 ,

or

Hn+2 [ϕ;ψ, η; âηnψ0]

Dn+1[ϕ]
=

∫
T

(∫
T
K̂n

(
z−1
1 , z2; â

)
z−n
2 η(z2)

dz2
2πiz2

)
ψ(z1)

dz1
2πiz1

.

Now, employing (3.10) we find

Hn+2 [ϕ;ψ, η; âηnψ0]

Dn+1[ϕ]
=

∫
T

(∫
T

(
â−K

(
z−1
1 , z2

))
z−n
2 η(z2)

dz2
2πiz2

)
ψ(z1)

dz1
2πiz1

= âηnψ0 −
∫
T

(∫
T
K
(
z−1
1 , z2

)
z−n
2 η(z2)

dz2
2πiz2

)
ψ(z1)

dz1
2πiz1

.

This is the desired result (1.25) if we denote a ≡ âηnψ0.

3.1.2 Proof of Corollary 1.14

Moving on, let us recall the Christoffel–Darboux identity for the bi-orthogonal polynomials on
the unit circle [19, 38]. For any z ̸= 0 and n ∈ N ∪ {0}, we have

Kn(z
−1, z) =

n∑
j=0

Qj(z)Q̂j

(
z−1
)
= −(n+ 1)Qn+1(z)Q̂n+1

(
z−1
)

+ z

(
Q̂n+1

(
z−1
) d
dz
Qn+1(z)−Qn+1(z)

d

dz
Q̂n+1

(
z−1
))

, (3.12)
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and for any z2, z1 ̸= 0 and n ∈ N ∪ {0}, we have

(
1− z−1

1 z2
) n∑
j=0

Qj(z2)Q̂j

(
z−1
1

)
= z−n−1

1 Qn+1(z1)z
n+1
2 Q̂n+1

(
z−1
2

)
− Q̂n+1

(
z−1
1

)
Qn+1(z2).

Therefore, if z1 ̸= z2

Kn

(
z−1
1 , z2

)
=
z−n−1
1 Qn+1(z1)z

n+1
2 Q̂n+1

(
z−1
2

)
− Q̂n+1(z

−1
1 )Qn+1(z2)

1− z−1
1 z2

. (3.13)

Now observe that the equations (3.12) and (3.13) are going to be particularly useful when we
attempt to use (1.25) for the ←↓- or H- framed determinants. In fact, we readily have (1.27).
To see this, let us recall the integral on the right-hand side of (1.25)

1

4π2

∫ 2π

0

∫ 2π

0
Kn

(
e−iθ1 , eiθ2

)
η
(
eiθ2
)
ψ
(
eiθ1
)
e−inθ2dθ1dθ2.

Notice that the integration over the diagonal set {(θ, θ), 0 ≤ θ ≤ 2π} of measure zero makes no
contribution to this integral and hence we do not need to employ the identity (3.12). Recall-
ing (2.6) the equation (3.13) can be written in terms of the X-RHP data as follows:

Kn

(
z−1
1 , z2

)
=

z−n
1

z1 − z2
det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
.

Plugging this into (1.25) gives the desired result (1.27). The remaining X-RHP characterizations
for E, G, and L can be immediately obtained using Lemma 3.1.

Remark 3.6. Notice that the integrand in (1.27) is well defined on the unit circle because the
first column of the solution of the X-RHP is entire (see RH-X1 and RH-X2).

3.2 Semi-framed Toeplitz determinants involving
rational frame symbols: Proofs of Theorems 1.15 and 1.16

In the following two subsections, we examine frame symbols which are either rational or are
products of the bulk symbol with a rational function. It is important to note that we make
these choices because they represent simple and yet nontrivial examples for illustrating the
asymptotic analysis. Indeed, the Riemann–Hilbert characterizations provided in Corollary 1.14
can be further explored with more complex symbol choices, such as Fisher–Hartwig ϕ and other
classes of frame symbols.

3.2.1 Proof of Theorem 1.15

In the case of rational border symbols, we have a simpler representation of semi-framed Toeplitz
determinants. Recall the function q0 introduced in (2.29). The Fourier coefficients of q0 are

q0,j =

{
0, |c| < 1,

−(c)−j−1, |c| > 1,
0 ≤ j ≤ n. (3.14)

This immediately leads to the following elementary property of semi-framed Toeplitz determi-
nants:
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Lemma 3.7. Let cj be complex numbers with |cj | < 1, j = 1, . . . ,m. It holds that

Hn+2

[
ϕ;ψ,

m∑
j=1

bj
z − cj

; a

]
= aDn+1[ϕ],

and

Hn+2

[
ϕ;

m∑
j=1

bj
z − cj

, η; a

]
= aDn+1[ϕ].

Lemma 3.8. Let c and d be complex numbers that do not lie on the unit circle. The semi-framed
determinant Hn+2

[
ϕ; 1

z−d ,
1

z−c ; a
]
is encoded into the X-RHP data described by

Hn+2

[
ϕ; 1

z−d ,
1

z−c ; a
]

Dn+1[ϕ]
= a− 1

(dc)n+1

×


0, either |c| < 1 or |d| < 1,
X11(c;n+1)X21(d;n+2)−X21(c;n+2)X11(d;n+1)

d−c , |c| > 1 and |d| > 1 and c ̸= d,

X11(d;n+ 1)X ′
21(d;n+ 2)

−X21(d;n+ 2)X ′
11(d;n+ 1), |c| > 1 and |d| > 1 and c = d,

(3.15)

Ln+2

[
ϕ; 1

z−d ,
1

z−c ; a
]

Dn+1[ϕ]

= a−


0, either |c| < 1 or |d| < 1,

X11

(
1
c ;n+1

)
X21

(
1
d ;n+2

)
−X21

(
1
c ;n+2

)
X11

(
1
d ;n+1

)
d−c , |c| > 1 and |d| > 1 and c ̸= d,

1
d2

(
X11

(
1
d ;n+ 1

)
X ′

21

(
1
d ;n+ 2

)
−X21

(
1
d ;n+ 2

)
X ′

11

(
1
d ;n+ 1

))
, |c| > 1 and |d| > 1 and c = d,

En+2

[
ϕ; 1

z−d ,
1

z−c ; a
]

Dn+1[ϕ]

= a− 1

cn+1

{
0, either |c| < 1 or |d| < 1,
X11(c;n+1)X21(d−1;n+2)−X21(c;n+2)X11(d−1;n+1)

1−dc , |c| > 1 and |d| > 1,

Gn+2

[
ϕ; 1

z−d ,
1

z−c ; a
]

Dn+1[ϕ]

= a− 1

dn+1

{
0, either |c| < 1 or |d| < 1,
X11(c−1;n+1)X21(d;n+2)−X21(c−1;n+2)X11(d;n+1)

dc−1 , |c| > 1 and |d| > 1.

Moreover, if ϕ is of Szegő-type, we have

Hn+1

[
ϕ;

1

z − d
,

1

z − c
; a

]
= Gn[ϕ]E[ϕ](a+O(ρ−n)), (3.16)

Ln+1

[
ϕ;

1

z − d
,

1

z − c
; a

]
= Gn[ϕ]E[ϕ](a+O(ρ−n)),

En+1

[
ϕ;

1

z − d
,

1

z − c
; a

]
= Gn[ϕ]E[ϕ]

{
(a+O(ρ−n)), either |c| < 1 or |d| < 1,(
a+ α(c)

α(d−1)
· 1
1−cd +O(ρ−n)

)
, |c| > 1 and |d| > 1,
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Gn+1

[
ϕ;

1

z − d
,

1

z − c
; a

]
= Gn[ϕ]E[ϕ]

{
(a+O(ρ−n)), either |c| < 1 or |d| < 1,(
a+ α(d)

α(c−1)
· 1
1−cd +O(ρ−n)

)
, |c| > 1 and |d| > 1.

Here the number ρ is such that for λ ∈ {c, d}: a) 1 < ρ < |λ|, if |λ| > 1, b) |λ| < ρ−1 < 1,
if |λ| < 1, and c) ϕ is analytic in the annulus

{
z : ρ−1 < |z| < ρ

}
.

Proof. The statements about the cases in which |c| < 1 or |d| < 1 are obvious in view of (3.14).
We only prove the statements involving H, since the proof of the statements about L, G and E

can be obtained in a similar way. Consider the case |c| > 1 and |d| > 1. Notice that

Hn+2

[
ϕ;

1

z − d
,

1

z − c
; a

]
= det


ϕ0 ϕ−1 · · · ϕ−n −d−1

ϕ1 ϕ0 · · · ϕ−n+1 −d−2

...
...

. . .
...

...
ϕn ϕn−1 · · · ϕ0 −d−n−1

−c−n−1 −c−n · · · −c−1 a

 .

Recalling (3.9), we observe that

Hn+2

[
ϕ;

1

z − d
,

1

z − c
; a

]
=

1

d · cn+1
Dn+1[ϕ]K̂n

(
d−1, c; adcn+1

)
=

1

d · cn+1
Dn+1[ϕ]

(
adcn+1 −Kn

(
d−1, c

))
,

where in the last step we have used Theorem 3.5. Therefore, using (3.12) and (3.13), we find

Hn+2

[
ϕ;

1

z − d
,

1

z − c
; a

]
= aDn+1[ϕ]−

Dn+1[ϕ]

d · cn+1

×


−(n+ 1)Qn+1(d)Q̂n+1

(
d−1
)
+ d
(
Q̂n+1

(
d−1
)

d
dzQn+1(z)

∣∣
z=d

−Qn+1(d)
d
dz Q̂n+1

(
z−1
)∣∣

z=d

)
, c = d,

d−n−1Qn+1(d)cn+1Q̂n+1

(
c−1
)
−Q̂n+1

(
d−1
)
Qn+1(c)

1−d−1c
, c ̸= d.

(3.17)

Now, recall from (2.6) that Qn+1(z) = κn+1X11(z;n+ 1) and Q̂n+1

(
z−1
)
= −κ−1

n+1z
−n−1X21(z;

n + 2). Plugging these into (3.17) after straightforward simplifications we get (3.15). The
asymptotics (3.16) now follows from (3.15), (A.7), and the strong Szegő theorem for pure Toeplitz
determinants when ϕ is of Szegő-type. ■

We have now arrived at the proof of Theorem 1.15, as for instance, (1.28) follows from (3.5),
(3.6), and (3.16).

Remark 3.9. In view of Lemma 3.8, we observe that the way one positions the Fourier co-
efficients in the last row and the last column of a semi-framed Toeplitz determinant does in
fact affect the leading order term of the large-size asymptotics. This observation motivated us
to revisit the bordered Toeplitz determinants with the reverse order of positioning the Fourier
coefficients. Indeed, let us denote15

DB
n [ϕ;ψ] := det


ϕ0 ϕ1 · · · ϕn−2 ψ0

ϕ−1 ϕ0 · · · ϕn−3 ψ1
...

...
. . .

...
...

ϕ1−n ϕ2−n · · · ϕ−1 ψn−1

 , n ≥ 2.

15Compare with (1.2).
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Then, for ψ = q2 (given by (1.10)) by the same techniques used in [7], we obtain16

DB
n+1

[
ϕ; â0 + â1z +

b̂0
z +

∑m
j=1

b̂j
z−cj

]
Dn[ϕ]

= â0X11(0;n) + â0X
′
11(0;n)−

m∑
j=1

|cj |>1

b̂jc
−1
j X11

(
c−1
j ;n

)
. (3.18)

Notice that the right-hand side of (3.18) is exponentially small as n → ∞ in view of (A.7)
and (A.5), as opposed to

DB
n+1

[
ϕ; â0 + â1z +

b̂0
z +

∑m
j=1

b̂j
z−cj

]
Dn[ϕ]

= â0 − â1[log ϕ]−1 −
m∑
j=1

|cj |>1

b̂j
cj
α(cj) +O(e−cn),

for some c > 0, which we have taken from Theorem 1.5 (recall that α(0) = G[ϕ]). So we see that
different ways of positioning the Fourier coefficients in the last column of a bordered Toeplitz
determinant also changes the leading order term of the large-size asymptotics.

3.2.2 Proof of Theorem 1.16

Throughout this section, we assume that ϕ is a Szegő-type symbol, so that we can refer to the
Riemann–Hilbert analysis reminded in Appendix A.

Lemma 3.10. Let ϕ be a Szegő-type symbol, and suppose that |c|, |d| ̸= 1. It holds that as
n→∞

Hn+1

[
ϕ;

ϕ

z − d
,

ϕ

z − c
; a

]
= G[ϕ]nE[ϕ](a+O(ρ−n)), (3.19)

Ln+1

[
ϕ;

ϕ̃

z − d
,

ϕ̃

z − c
; a

]
= G[ϕ]nE[ϕ](a+O(ρ−n)), (3.20)

En+1

[
ϕ;

ϕ̃

z − d
,

ϕ

z − c
; a

]

= G[ϕ]nE[ϕ]

{
a+ α(c)

α(d−1)
· 1
1−cd +O(ρ−n), if |c| < 1 and |d| < 1,

a+O(ρ−n), either |c| > 1 or |d| > 1,
(3.21)

and

Gn+1

[
ϕ;

ϕ

z − d
,

ϕ̃

z − c
; a

]

= G[ϕ]nE[ϕ]

{
a+ α(d)

α(c−1)
· 1
1−cd +O(ρ−n), if |c| < 1 and |d| < 1,

a+O(ρ−n), either |c| > 1 or |d| > 1.
(3.22)

Here the number ρ is such that for λ ∈ {c, d}: a) 1 < ρ < |λ|, if |λ| > 1, b) |λ| < ρ−1 < 1,
if |λ| < 1, and c) ϕ is analytic in the annulus

{
z : ρ−1 < |z| < ρ

}
.

16Notice that DB
n+1[ϕ; 1]/Dn[ϕ] = (−1)nDn[zϕ]/Dn[ϕ] = κ−1

n Qn(0) = X11(0;n), where we have used (2.12) and
(2.6). Also, note that DB

n+1[ϕ; z]/Dn[ϕ] is the coefficient of z in the polynomial X11(z;n), so DB
n+1[ϕ; z]/Dn[ϕ] =

X ′
11(0;n).
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Proof. We only prove (3.21) as (3.19), (3.20), and (3.22) can be obtained similarly. From (A.7)
in Ω1 (see Figure 1), we have

X11(z;n) = znα(z)ϕ−1(z)(1 +O(ρ−n)), n→∞,
X21(z;n) = −α−1(z)(1 +O(ρ−n)), n→∞.

Therefore, recalling (1.26), we have

En+2[ϕ;ψ, η; a]

Dn+1[ϕ]
− a

= −
∫
T

∫
T

z−n
2 η(z2)ψ̃(z1)

z1 − z2
det

[
X11(z2;n+ 1) X21(z2;n+ 2)
X11(z1;n+ 1) X21(z1;n+ 2)

]
dz2
2πiz2

dz1
2πiz1

= −
∫
T

∫
T

z−n
2 η(z2)ψ̃(z1)

z1 − z2
(
−zn+1

2 α+(z2)ϕ
−1(z2)α

−1
+ (z1)

) dz2
2πiz2

dz1
2πiz1

−
∫
T

∫
T

z−n
2 η(z2)ψ̃(z1)

z1 − z2
(
zn+1
1 α+(z1)ϕ

−1(z1)α
−1
+ (z2)

) dz2
2πiz2

dz1
2πiz1

+O(ρ−n).

In view of (A.2), we can rewrite this as

En+2[ϕ;ψ, η; a]

Dn+1[ϕ]
− a =

∫
T

∫
T

η(z2)ψ̃(z1)

z1 − z2
α+(z2)ϕ

−1(z2)ϕ
−1(z1)α

−1
− (z1)

dz2
2πi

dz1
2πiz1

−
∫
T

∫
T

η(z2)ψ̃(z1)

z1 − z2

(
z1
z2

)n

α+(z1)ϕ
−1(z1)ϕ

−1(z2)α
−1
− (z2)

dz2
2πiz2

dz1
2πi

+O(ρ−n).

For r > 1, define Tr
∓ :=

{
z : |z| = r±1

}
and Dr

∓ :=
{
z : |z| < r±1

}
. We choose r so that ψ, η,

and ϕ are analytic in Dr
− \ Dr

+. With this choice of r we deform the contours of integration to
rewrite the previous equation as

En+2[ϕ;ψ, η; a]

Dn+1[ϕ]
− a

=

∫
Tr
−

∫
Tr
+

η(z2)ψ̃(z1)

z1 − z2
α(z2)ϕ

−1(z2)ϕ
−1(z1)α

−1(z1)
dz2
2πi

dz1
2πiz1

−
∫
Tr
+

∫
Tr
−

η(z2)ψ̃(z1)

z1 − z2

(
z1
z2

)n

α(z1)ϕ
−1(z1)ϕ

−1(z2)α
−1(z2)

dz2
2πiz2

dz1
2πi

+O(ρ−n)

=

∫
Tr
−

∫
Tr
+

z−1
1 η(z2)ψ̃(z1)α(z2)ϕ

−1(z2)ϕ
−1(z1)α

−1(z1)

( ∞∑
k=0

zk2
zk1

)
dz2
2πi

dz1
2πiz1

+

∫
Tr
+

∫
Tr
−

z−1
2 η(z2)ψ̃(z1)α(z1)ϕ

−1(z1)ϕ
−1(z2)α

−1(z2)

( ∞∑
k=0

zk+n
1

zk+n
2

)
dz2
2πiz2

dz1
2πi

+O(ρ−n)

=

∞∑
k=0

[∫
Tr
+

η(z)

ϕ(z)
α(z)zk

dz

2πi

][∫
Tr
−

ψ̃(z)

ϕ(z)
α−1(z)z−k−1 dz

2πiz

]

+
∞∑
k=0

[∫
Tr
+

ψ̃(z)

ϕ(z)
α(z)zk+n dz

2πi

][∫
Tr
−

η(z)

ϕ(z)
α−1(z)z−n−k−1 dz

2πiz

]
+O(ρ−n). (3.23)
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Since |c| ≠ 1 and |d| ≠ 1, we can choose ε > 0 small enough so that c and d do not belong
to Dε

− \ Dε
+. Replacing ψ and η respectively by ϕ̃

z−d and ϕ
z−c in the last member of (3.23) gives

En+2

[
ϕ; ϕ̃

z−d ,
ϕ

z−c ; a
]

Dn+1[ϕ]
− a

≃
∞∑
k=0

[∫
Tr
+

α(z)zk

z − c
dz

2πi

][∫
Tr
−

α−1(z)z−k−1

z−1 − d
dz

2πiz

]

+
∞∑
k=0

[∫
Tr
+

α(z)zk+n

z−1 − d
dz

2πi

][∫
Tr
−

α−1(z)z−n−k−1

z − c
dz

2πiz

]

=
∞∑
k=0

[∫
Tr
+

α(z)zk

z − c
dz

2πi

][∫
Tr
+

α−1
(
z−1
)
zk

z − d
dz

2πi

]

+
1

c · d

∞∑
k=0

[∫
Tr
+

α(z)zn+k+1

z − d−1

dz

2πi

][∫
Tr
+

α−1
(
z−1
)
zn+k+1

z − c−1

dz

2πi

]
. (3.24)

Since α is analytic in C \ T, we immediately have∫
Tr
+

α(z)zk

z − c
dz

2πi
=

{
α(c)ck, |c| < 1,

0, |c| > 1,

and ∫
Tr
+

α(z)zn+k+1

z − d−1

dz

2πi
=

{
0, |d| < 1,

α(d−1)d−n−k−1, |d| > 1.

Recall that

α(z) = exp

[
1

2πi

∫
T

ln(ϕ(τ))

τ − z
dτ

]
.

Since α(z) ̸= 0 where it is defined, α−1
(
z−1
)
is also analytic in C \ T. So∫

Tr
+

α−1
(
z−1
)
zk

z − d
dz

2πi
=

{
α−1

(
d−1
)
dk, |d| < 1,

0, |d| > 1,

and ∫
Tr
+

α−1
(
z−1
)
zn+k+1

z − c−1

dz

2πi
=

{
0, |c| < 1,

α−1(c)c−n−k−1, |c| > 1.

Using these in last member of (3.24) and summing up the resulting geometric series, we obtain17

En+2

[
ϕ; ϕ̃

z−d ,
ϕ

z−c ; a
]

Dn+1[ϕ]
− a =


α(c)

α
(
d−1
) · 1

1− cd
+O(ρ−n), if |c| < 1 and |d| < 1,

O(ρ−n), either |c| > 1 or |d| > 1.

Changing n 7→ n− 1 and recalling the strong Szegő theorem, we obtain (3.21). ■

We have now arrived at the proof of Theorem 1.16, as the asymptotic formulas (1.29)
through (1.30) simply follow from the above lemma and equations (3.5) and (3.6).

17We choose ρ > 1 so that there are no poles in the annulus with radii ρ and ρ−1, so c−n = O(ρ−n) when |c| > 1.
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3.3 Beyond the semi-framed case:
framed and multi-framed Toeplitz determinants

Finally, we turn our attention to the framed and multi-framed Toeplitz determinants, which
are determinants of matrices of Toeplitz structure in addition to one or multiple frames around
them (recall (1.3) and (1.5)). As mentioned before, in this section we do not intend to prove
any asymptotic results, instead we would like to highlight the general framework for how one
may approach such asymptotic analysis.

For a framed Toeplitz determinant, there are many ways one can place the Fourier coefficients
of the symbols along the four borderes. For example, consider an (n+3)×(n+3) framed Toeplitz
determinant with border symbols ψ, η, ξ and γ, respectively for the right, bottom, top and left
borders. Then, if we want to use the zeroth up to the n-th Fourier coefficients of these symbols
along the borders, we have sixteen ways to construct such framed Toeplitz determinants.18

Nevertheless, for any of these choices, a framed Toeplitz determinant can be related to four
semi-framed Toeplitz determinants by the following Dodgson condensation identity:

M︸︷︷︸
framed

·M
{
0 n+ 2
0 n+ 2

}
︸ ︷︷ ︸

pure Toeplitz

= M

{
0
0

}
︸ ︷︷ ︸

semi-framed

·M
{
n+ 2
n+ 2

}
︸ ︷︷ ︸
semi-framed

−M

{
0

n+ 2

}
︸ ︷︷ ︸
semi-framed

·M
{
n+ 2
0

}
︸ ︷︷ ︸
semi-framed

. (3.25)

For example, among the aforementioned sixteen choices, suppose we want to study the asymp-
totics of

Mn+3[ϕ; ξ, ψ, η, γ;a4] := det



a1 ξn ξn−1 · · · ξ0 a2
γn ϕ0 ϕ−1 · · · ϕ−n ψ0

γn−1 ϕ1 ϕ0 · · · ϕ−n+1 ψ1
...

...
...

. . .
...

...
γ0 ϕn ϕn−1 · · · ϕ0 ψn

a4 ηn ηn−1 · · · η0 a3


,

or

Nn+3[ϕ; ξ, ψ, η, γ;a4] := det



a1 ξ0 ξ1 · · · ξn a2
γ0 ϕ0 ϕ−1 · · · ϕ−n ψn

γ1 ϕ1 ϕ0 · · · ϕ−n+1 ψn−1
...

...
...

. . .
...

...
γn ϕn ϕn−1 · · · ϕ0 ψ0

a4 ηn ηn−1 · · · η0 a3


,

where a4 denotes the ordered set {a1, a2, a3, a4}, and ak’s are arbitrary complex numbers,
k = 1, . . . , 4. Employing the Dodgson condensation identity (3.25) for M and N, we respec-
tively obtain

Mn+3[ϕ; ξ, ψ, η, γ;a4] ·Dn+1[ϕ] = Hn+2[ϕ;ψ, η; a3] · En+2[ϕ; γ, ξ; a1]

− En+2[ϕ; γ, η; a4] ·Hn+2[ϕ;ψ, ξ; a2], (3.26)

and

Nn+3[ϕ; ξ, ψ, η, γ;a4] ·Dn+1[ϕ] = En+2[ϕ;ψ, η; a3] · Gn+2[ϕ; γ, ξ; a1]

−Hn+2[ϕ; γ, η; a4] · Ln+2[ϕ;ψ, ξ; a2].

18Recall the semi-framed Toeplitz determinants where we had four forms (3.1)–(3.4).
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These identities and their analogues for the other fourteen framed Toeplitz determinants, provide
a pathway to the asymptotics at least for the class of border symbols considered in Section 3.2,
since we already know how to compute the asymptotics of the semi-framed Toeplitz determinants
appearing on the right-hand side (see Section 3.2).

When dealing with a multi-framed Toeplitz determinant, repeated application of appropri-
ate Dodgson condensation identities can simplify the analysis, ultimately reducing it to the
asymptotic analysis of semi-framed Toeplitz determinants once again. For example, consider
the following (n+ 5)× (n+ 5) two-framed Toeplitz determinant:

Kn+5[ϕ; ξ,ψ,η,γ;a8]

:= δ



a5 ξ2,n+2 ξ2,n+1 ξ2,n · · · ξ2,1 ξ2,0 a6
γ2,n+2 a1 ξ1,n ξ1,n−1 · · · ξ1,0 a2 ψ2,0

γ2,n+1 γ1,n ϕ0 ϕ−1 · · · ϕ−n ψ1,0 ψ2,1

γ2,n γ1,n−1 ϕ1 ϕ0 · · · ϕ−n+1 ψ1,1 ψ2,2
...

...
...

...
. . .

...
...

...
γ2,1 γ1,0 ϕn ϕn−1 · · · ϕ0 ψ1,n ψ2,n+1

γ2,0 a4 η1,n η1,n−1 · · · η1,0 a3 ψ2,n+2

a8 η2,n+2 η2,n+1 η2,n · · · η2,1 η2,0 a7


. (3.27)

To this two-framed Toeplitz determinant we apply

K︸︷︷︸
two-framed

·K
{
0 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

= K

{
0
0

}
·K
{
n+ 4
n+ 4

}
−K

{
0

n+ 4

}
·K
{
n+ 4
0

}
, (3.28)

where each of the determinants on the right-hand side are that of a framed Toeplitz matrix with
an extra semi-frame around it. Indeed,

K

{
0
0

}
= det



a1 ξ1,n ξ1,n−1 · · · ξ1,0 a2 ψ2,0

γ1,n ϕ0 ϕ−1 · · · ϕ−n ψ1,0 ψ2,1

γ1,n−1 ϕ1 ϕ0 · · · ϕ−n+1 ψ1,1 ψ2,2
...

...
...

. . .
...

...
...

γ1,0 ϕn ϕn−1 · · · ϕ0 ψ1,n ψ2,n+1

a4 η1,n η1,n−1 · · · η1,0 a3 ψ2,n+2

η2,n+2 η2,n+1 η2,n · · · η2,1 η2,0 a7


,

K

{
n+ 4
n+ 4

}
= det



a5 ξ2,n+2 ξ2,n+1 ξ2,n · · · ξ2,1 ξ2,0
γ2,n+2 a1 ξ1,n ξ1,n−1 · · · ξ1,0 a2
γ2,n+1 γ1,n ϕ0 ϕ−1 · · · ϕ−n ψ1,0

γ2,n γ1,n−1 ϕ1 ϕ0 · · · ϕ−n+1 ψ1,1
...

...
...

...
. . .

...
...

γ2,1 γ1,0 ϕn ϕn−1 · · · ϕ0 ψ1,n

γ2,0 a4 η1,n η1,n−1 · · · η1,0 a3


,

K

{
0

n+ 4

}
= det



γ2,n+2 a1 ξ1,n ξ1,n−1 · · · ξ1,0 a2
γ2,n+1 γ1,n ϕ0 ϕ−1 · · · ϕ−n ψ1,0

γ2,n γ1,n−1 ϕ1 ϕ0 · · · ϕ−n+1 ψ1,1
...

...
...

...
. . .

...
...

γ2,1 γ1,0 ϕn ϕn−1 · · · ϕ0 ψ1,n

γ2,0 a4 η1,n η1,n−1 · · · η1,0 a3
a8 η2,n+2 η2,n+1 η2,n · · · η2,1 η2,0


,
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and

K

{
n+ 4
0

}
= det



ξ2,n+2 ξ2,n+1 ξ2,n · · · ξ2,1 ξ2,0 a6
a1 ξ1,n ξ1,n−1 · · · ξ1,0 a2 ψ2,0

γ1,n ϕ0 ϕ−1 · · · ϕ−n ψ1,0 ψ2,1

γ1,n−1 ϕ1 ϕ0 · · · ϕ−n+1 ψ1,1 ψ2,2
...

...
...

. . .
...

...
...

γ1,0 ϕn ϕn−1 · · · ϕ0 ψ1,n ψ2,n+1

a4 η1,n η1,n−1 · · · η1,0 a3 ψ2,n+2


.

Now consider the following auxiliary DCIs:

K

{
0
0

}
·K
{
0 n+ 3 n+ 4
0 n+ 3 n+ 4

}
︸ ︷︷ ︸

semi-framed

= K

{
0 n+ 3
0 n+ 3

}
︸ ︷︷ ︸

framed

·K
{
0 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

−K

{
0 n+ 3
0 n+ 4

}
︸ ︷︷ ︸

framed

·K
{
0 n+ 4
0 n+ 3

}
︸ ︷︷ ︸

framed

, (3.29)

K

{
n+ 4
n+ 4

}
·K
{
0 1 n+ 4
0 1 n+ 4

}
︸ ︷︷ ︸

semi-framed

= K

{
0 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

·K
{
1 n+ 4
1 n+ 4

}
︸ ︷︷ ︸

framed

−K

{
0 n+ 4
1 n+ 4

}
︸ ︷︷ ︸

framed

·K
{
1 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

,

K

{
0

n+ 4

}
·K
{
0 n+ 3 n+ 4
0 1 n+ 4

}
︸ ︷︷ ︸

semi-framed

= K

{
0 n+ 3
0 n+ 4

}
︸ ︷︷ ︸

framed

·K
{
0 n+ 4
1 n+ 4

}
︸ ︷︷ ︸

framed

−K

{
0 n+ 3
1 n+ 4

}
︸ ︷︷ ︸

framed

·K
{
0 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

,

and

K

{
n+ 4
0

}
·K
{
0 1 n+ 4
0 n+ 3 n+ 4

}
︸ ︷︷ ︸

semi-framed

= K

{
0 n+ 4
0 n+ 3

}
︸ ︷︷ ︸

framed

·K
{
1 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

−K

{
0 n+ 4
0 n+ 4

}
︸ ︷︷ ︸

framed

·K
{
1 n+ 4
0 n+ 3

}
︸ ︷︷ ︸

framed

. (3.30)

Using these, we can express the objects on the right-hand side of (3.28) in terms of the framed
Toeplitz determinant M introduced in (1.5). Indeed, from the equations (3.29) through (3.30)
we respectively obtain

K

{
0
0

}
=

1

En+2[ϕ; γ1, ξ1; a1]

(
Mn+3

[
ϕ; ξ1,

ψ2

z
,
η2
z
, γ1;a

(1)
4

]
·Mn+3

[
ϕ; ξ1, ψ1, η1, γ1;a

(2)
4

]
− Mn+3

[
ϕ; ξ1, ψ1,

η2
z
, γ1;a

(3)
4

]
·Mn+3

[
ϕ; ξ1,

ψ2

z
, η1, γ1;a

(4)
4

])
,

K

{
n+ 4
n+ 4

}
=

1

Hn+2[ϕ;ψ1, η1; a3]
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×
(
Mn+3

[
ϕ; ξ1, ψ1, η1, γ1; b

(1)
4

]
·Mn+3

[
ϕ;
ξ2
z
, ψ1, η1,

γ2
z
; b

(2)
4

]
− Mn+3

[
ϕ; ξ1, ψ1, η1,

γ2
z
; b

(3)
4

]
·Mn+3

[
ϕ;
ξ2
z
, ψ1, η1, γ1; b

(4)
4

])
,

K

{
0

n+ 4

}
=

(−1)n+1

Hn+2[ϕ;ψ1, ξ1; a2]

×
(
Mn+3

[
ϕ; ξ1, ψ1,

η2
z
, γ1; c

(1)
4

]
·Mn+3

[
ϕ; ξ1, ψ1, η1,

γ2
z
; c

(2)
4

]
− Mn+3

[
ϕ; ξ1, ψ1,

η2
z
,
γ2
z
; c

(3)
4

]
·Mn+3

[
ϕ; ξ1, ψ1, η1, γ1; c

(4)
4

])
,

K

{
n+ 4
0

}
=

(−1)n+1

En+2[ϕ; γ1, η1; a4]

×
(
Mn+3

[
ϕ; ξ1,

ψ2

z
, η1, γ1;d

(1)
4

]
·Mn+3

[
ϕ;
ξ2
z
, ψ1, η1, γ1;d

(2)
4

]
− Mn+3

[
ϕ; ξ1, ψ1, η1, γ1;d

(3)
4

]
·Mn+3

[
ϕ;
ξ2
z
,
ψ2

z
, η1, γ1;d

(4)
4

])
,

with

a
(1)
4 = {a1, ψ2,0, a7, η2,n+2}, b

(2)
4 = {a5, ξ2,0, a3, γ2,0}, c

(3)
4 = {γ2,n+2, a2, η2,0, a8},

d
(4)
4 = {ξ2,n+2, a6, ψ2,n+2, a4}, a

(3)
4 = c

(1)
4 = {a1, a2, η2,0, η2,n+2},

a
(4)
4 = d

(1)
4 = {a1, ψ2,0, ψ2,n+2, a4}, b

(3)
4 = c

(2)
4 = {γ2,n+2, a2, a3, γ2,0},

b
(4)
4 = d

(2)
4 = {ξ2,n+2, ξ2,0, a3, a4}, a

(2)
4 = b

(1)
4 = c

(4)
4 = d

(3)
4 = {a1, a2, a3, a4}.

The above equations together with (3.26) and the results of Section 3.2, provides the needed
pathway to compute the asymptotics of the two-framed Toeplitz determinant (3.27).

A Solution of the Riemann–Hilbert problem
for BOPUC with Szegő-type symbols

The following Riemann–Hilbert problem for BOPUC is due to J. Baik, P. Deift and K. Johans-
son [3]. Find X(z;n) satisfying

� RH-X1: X(·;n) : C \ T→ C2×2 is analytic,

� RH-X2: The limits of X(ζ;n) as ζ tends to z ∈ T from the inside and outside of the unit
circle exist, and are denoted X±(z;n) respectively and are related by

X+(z;n) = X−(z;n)

[
1 z−nϕ(z)
0 1

]
, z ∈ T,

� RH-X3: X(z;n) =
(
I +O

(
z−1
))
znσ3 as z →∞,

(see [18, 19]). Below we show the standard steepest descent analysis to asymptotically solve this
problem for a Szegő-type symbol. We first normalize the behavior at ∞ by defining

T (z;n) :=

{
X(z;n)z−nσ3 , |z| > 1,

X(z;n), |z| < 1.

The function T defined above satisfies the following RH problem:
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Ω1

Ω2

Γ1 T Γ0

Ω0

Ω∞ΓS :

Figure 1. Opening of lenses: the jump contour for the S-RHP.

� RH-T1: T (·;n) : C \ T→ C2×2 is analytic,

� RH-T2: T+(z;n) = T−(z;n)

[
zn ϕ(z)
0 z−n

]
, z ∈ T,

� RH-T3: T (z;n) = I +O(1/z), z →∞,

So T has a highly-oscillatory jump matrix as n→∞. The next transformation yields a Riemann–
Hilbert problem, normalized at infinity, having an exponentially decaying jump matrix on the
lenses. Note that we have the following factorization of the jump matrix of the T -RHP:[

zn ϕ(z)
0 z−n

]
=

[
1 0

z−nϕ(z)−1 1

] [
0 ϕ(z)

−ϕ(z)−1 0

] [
1 0

znϕ(z)−1 1

]
≡ J0(z;n)J (∞)(z)J1(z;n).

Now, we define the following function:

S(z;n) :=


T (z;n)J−1

1 (z;n), z ∈ Ω1,

T (z;n)J0(z;n), z ∈ Ω2,

T (z;n), z ∈ Ω0 ∪ Ω∞.

Also introduce the following function on ΓS := Γ0 ∪ Γ1 ∪ T:

JS(z;n) =


J1(z;n), z ∈ Γ0,

J (∞)(z), z ∈ T,
J0(z;n), z ∈ Γ1.

Therefore, we have the following Riemann–Hilbert problem for S(z;n):

� RH-S1: S(·;n) : C \ ΓS → C2×2 is analytic,

� RH-S2: S+(z;n) = S−(z;n)JS(z;n), z ∈ ΓS ,

� RH-S3: S(z;n) = I +O(1/z), as z →∞.

Note that the matrices J0(z;n) and J1(z;n) tend to the identity matrix uniformly on their
respective contours, exponentially fast as n → ∞. We are looking for a piecewise analytic
function P (∞)(z) : C \ T→ C2×2 such that

� RH-Global1: P (∞) is holomorphic in C \ T,
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� RH-Global2: for z ∈ T, we have

P
(∞)
+ (z) = P

(∞)
− (z)

[
0 ϕ(z)

−ϕ−1(z) 0

]
, (A.1)

� RH-Global3: P (∞)(z) = I +O(1/z), as z →∞.

We can find a piecewise analytic function α which solves the following scalar multiplicative
Riemann–Hilbert problem

α+(z) = α−(z)ϕ(z), z ∈ T. (A.2)

By Plemelj–Sokhotski formula, we have

α(z) = exp

[
1

2πi

∫
T

ln(ϕ(τ))

τ − z
dτ

]
, (A.3)

Now, using (A.2), we have the following factorization:[
0 ϕ(z)

−ϕ−1(z) 0

]
=

[
α−1
− (z) 0
0 α−(z)

] [
0 1
−1 0

] [
α−1
+ (z) 0
0 α+(z)

]
.

So, the function

P (∞)(z) :=



[
0 α(z)

−α−1(z) 0

]
, |z| < 1,[

α(z) 0

0 α−1(z)

]
, |z| > 1,

(A.4)

satisfies (A.1). Also, by the properties of the Cauchy integral, P (∞)(z) is holomorphic in C \ T.
Moreover, α(z) = 1 +O

(
z−1
)
, as z →∞, and hence

P (∞)(z) = I +O(1/z), z →∞.

Therefore, P (∞) given by (A.4) is the unique solution of the global parametrix Riemann–Hilbert
problem. Let us now consider the ratio

R(z;n) := S(z;n)
[
P (∞)(z)

]−1
.

We have the following Riemann–Hilbert problem for R(z;n):

� RH-R1: R is holomorphic in C \ (Γ0 ∪ Γ1),

� RH-R2: R+(z;n) = R−(z;n)JR(z;n), z ∈ Γ0 ∪ Γ1 =: ΣR,

� RH-R3: R(z;n) = I +O(1/z) as z →∞.

This Riemann–Hilbert problem is solvable for large n (see [21, 22]), and R(z;n) can be written as

R(z;n) = I +R1(z;n) +R2(z;n) +R3(z;n) + · · · , n ≥ n0,

where Rk can be found recursively. Indeed,

Rk(z;n) =
1

2πi

∫
ΣR

[Rk−1(µ;n)]− (JR(µ;n)− I)
µ− z

dµ, z ∈ C \ ΣR, k ≥ 1.
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It is easy to check that R2ℓ(z;n) is diagonal and R2ℓ+1(z;n) is off-diagonal; ℓ ∈ N ∪ {0}, and
that

Rk,ij(z;n) = O

(
ρ−kn

1 + |z|

)
, n→∞, k ≥ 1, (A.5)

uniformly in z ∈ C \ ΣR, where ρ
(
resp. ρ−1

)
is the radius of Γ1 (resp. Γ0). Let us com-

pute R1(z;n); we have

JR(z)− I =


P (∞)(z)

[
0 0

znϕ−1(z) 0

] [
P (∞)(z)

]−1
, z ∈ Γ0,

P (∞)(z)

[
0 0

z−nϕ−1(z) 0

] [
P (∞)(z)

]−1
, z ∈ Γ1,

=



[
0 −znϕ−1(z)α2(z)

0 0

]
, z ∈ Γ0,[

0 0

z−nϕ−1(z)α−2(z) 0

]
, z ∈ Γ1.

Therefore,

R1(z;n) =

[
0 − 1

2πi

∫
Γ0

τnϕ−1(τ)α2(τ)
τ−z dτ

1
2πi

∫
Γ1

τ−nϕ−1(τ)α−2(τ)
τ−z dτ 0

]
. (A.6)

If we trace back the Riemann–Hilbert problems R 7→ S 7→ T 7→ X, we will obtain

X(z;n) = R(z;n)



[
α(z) 0

0 α−1(z)

]
znσ3 , z ∈ Ω∞,[

α(z) 0

−z−nα−1(z)ϕ−1(z) α−1(z)

]
znσ3 , z ∈ Ω2,[

znα(z)ϕ−1(z) α(z)

−α−1(z) 0

]
, z ∈ Ω1,[

0 α(z)

−α−1(z) 0

]
, z ∈ Ω0,

(A.7)

where for z ∈ C \ ΣR, as n→∞, we have

R(z;n) =

 1 +O
(

ρ−2n

1+|z|

)
R1,12(z;n) +O

(
ρ−3n

1+|z|

)
R1,21(z;n) +O

(
ρ−3n

1+|z|

)
1 +O

(
ρ−2n

1+|z|

)  . (A.8)
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