A new proof for the decidability of DOL ultimate periodicity
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We give a new proof for the decidability of the DOL ultimateripélicity problem based on the
decidability of p-periodicity of morphic words adapted to the approach ofjidand Linna.

1 Introduction

L systems were originally introduced by A. Lindenmayer todelathe development of simple filamen-
tous organisms [6/ 7]. The challenging and fruitful studyhefse systems in the 70s and 80s created many
new results and notions][9]. In this paper we consider theomapt problem of recognizing ultimately
periodic DOL sequences.

Let o be a finite alphabet and denote the empty wordbyA DOL systenis a pair(h,u), where
h: o* — o/* is a morphism and is a finite word over. Thelanguageof the DOL system i& (h,u) =
{h'(u) | i > 0} and thelimit setlimL(h,u) consists of all infinite wordsv such that for alin there is
a prefix ofw longer thann belonging toL(h,u). Clearly, if the limit set is non-empty, then one can
effectively find integerg andq such thahP(u) is a proper prefix ohP*9(u) and

-1
lim L(h,u) = qU limL(h%,hP* (),
i=0

where|lim L(h?, hP*i(u))| = 1. Hence, we may restrict to DOL systeifisu) whereh is prolongable on
u, i.e.,h(u) = uy andh"(y) # ¢ for all integersn > 0. In this caseh”(u) is a prefix ofh™1(u) and the
limit is the following fixed point ofh:

h(u) = lim h"(u) = uyh(y)h*(y) -

An infinite word x is ultimately periodic if it is of the formx = uv’ = uvvv---, whereu andv are
finite words. The lengthu| is a preperiodand the lengthv| is a period of x. An infinite word x is
ultimately p-periodidf |v| = p. The smallest period of is calledthe periodof x.

Now we are ready to formulate tH2OL ultimate periodicity problemGiven a morphism h pro-
longable on u, decide whethef’fu) is ultimately periodic.Note that in this problem we may assume
thatu is a letter. Indeed, ih(u) = uy, then instead ofh,u) we may considefh’,a) wherea ¢ < and
h: (o7 u{a})* — (&« U{a})* whereh/(a) = ayandh (b) = h(b) for everyb € <. The limith®(u) is
ultimately periodic if and only i (a) is.

The decidability of the ultimate periodicity question foBDsequences was proven by T. Harju and
M. Linna [4] and, independently, by J.-J. Pansiot [8]; se® @& more recent proof of J. Honkala [5]. In
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the binary case the problem was effectively solved by 8egd0]. Here we show how the proof ofl[4]
can be simplified using a recent result concerning the dbitityaof the p-periodicity problem.

Before giving the proof, we introduce the following notaticGiven a morphisnh: «7* — «/*, we
call a letterb € .« finite if {h"(b) | n > 0} is a finite set. Otherwisd is aninfinite letter Moreover,
we say that a lette is recurrentin h®(a) if it occurs infinitely often inh®(a). For a given morphisrh
prolongable ora and for an infinite worch®(a), denote the set of finite letters by, the set on infinite
letters by.«| and the set of recurrent letters k. Also, denote by the subset ofZ which consists
of the infinite letters occurring infinitely many timeshf'(a), i.e., 1 = o4 N R

Let us shortly describe how the set$, o/ and.«k can be constructed. Note thathifis a mortal
letter, i.e.,h"(b) = & for somen > 1, thenh/| (b) = ¢. Denoteh = hl’| and denote the set of the mortal
letters by.#. Note also thab is a finite letter if and only if there exists a wouds {h"(b) | n> 0} such
thatu = hP(u) for somep > 1. Clearly,{h"(b) | n > 0} is finite if and only if {h"(b) | n > 0} is finite.
Hence, by replacing with hwe may assume thatb) = € if b e .#. Moreover, et = o7 \ .# and let
g: #* — #* be a morphism defined y(b) = uh(b), where

e, ifbe.,
b, otherwise.

(o) = {

Now g is non-erasing, antl € o if and only if {g"(b) | n > 0} is finite. Namely, for anyn > 0, we
know by the definition ofj that the wordh"(b) can be obtained by inserting a finite number of mortal
letters tog"(b). The set{g"(b) | n > 0} is finite if and only if for somen all letters ing"(b) belong to
Ui ={bc Z|d(b) € #foreveryi >0}. If Uy = {bec % |g(b) €U’ ,}, thenU;_; C U; and

e\ M = JUi=U\y,.
i=1

Hence, we can effectively calculater and .« = o/ \ <% . In order to find the recursive letters, we
construct a grapks where the set of vertices i and there is an edge fromto c if ¢ occurs in the
imageh(b). Leth(a) = ax If there are infinitely many paths from a lettersxrto the letterb, thenb
occurs infinitely many times ih®(a).

2 Decidability of the p-periodicity problem

Let p> 1, and letx = (X;)n>0 be an infinite word over” = {ay,...,a4}. For 0O<k < p-—1, we say
that the letters occurring infinitely many times in posigoq, wheren =k (mod p), form thek-set of x
modulo p It was shown in[[3] that thedesets can be effectively constructed for h®(u), whereh is
prolongable on the word. This is based on the fact that there exist integexsdq such that

I (b)] = |h"™9(b)|  (mod p) ey

for every letterb € <7. The incidence matrix dfiis the matrixM = (m; j)1<i j<¢ Wherem ; denotes the
number of occurrences @ in h(aj). The sequence of matricés” mod p, where the entries are the
residues modulg, must be ultimately periodic. Sindg"(a;j)| (mod p) is the sum of the elements in
the jth column ofM", we conclude that the sequengh"(a;)|)n>0 (mod p) is ultimately periodic for
everya; € </ and [1) follows.

In order to find thek-sets ofx modulo p we construct a directed grag, = (V,E) where the set of
verticesV is {(a,i) |a€ <7, 0<i < p} and there is an edge frofs,i) to (d, j) if, for somebin x, the
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Figure 1: Image$' (b) andh'*9(b).

letter c occurs in the imagé' (b) at position congruent to(mod p) in X, and the letted occurs in the
imageht(c) at position congruent tp (mod p) in x; see Figuré]l.

It is possible to construct such a graph by calculating thegiesh” (b) andh’*9(b) for everyb € 7.
Namely, ifb = x; andc is themth letter ofh' (b) =y - - -y, andd is them'th letter ofh9(c), then we have

i I (Xo---x_1)]+m—1 (mod p), (2)
j = W™ 9x0---x—1)[+[h(y1---Ym-1)|+m —1 (mod p). 3)

By (1), we havelh™9(xo---x—1)| = |h" (Xo---X—1)| (Mmod p), which together with[{2) and(3) implies
j=1(y1-- Ym-1)| +i+nm —m (mod p).

We say that a vertefc,i) € V is aninitial vertexif there exists a lettelp = x such that 6< | < |h"(a)|, ¢
is themth letter ofh"(b) andi satisfies[(R). A vertexc,k) is calledrecurrentif there exist infinitely many
paths starting from some initial vertex and endingdrk). By construction, this means thabelongs to
thek set ofx modulop.

Given a codingy and a morphisnin: &/* — o/* prolongable ora, it is easy to see that the morphic
word g(h®(a)) is ultimately p-periodic if and only ifg(b) = g(c) for all pairs of letters(b,c) such
thatb andc belong to the samk-set ofh®“(a) modulo p. Since thek-sets ofh®(a) can be effectively
constructed, we have the following result proved_in [3].

Theorem 1. Given a positive integer p, it is decidable whether a morphicd g h®(a)) is ultimately
p-periodic.

3 Decidability of the DOL ultimate periodicity problem

Before the decidability proof, we give the following resptbved in [1]2]; see also [5].
Theorem 2. Let h: &/* — o/* be a morphism and,u € o7*. If there is a positive integer n such that
h"(u) = h"(v), then h”l(u) = hlI(v).

This theorem can be proved by induction on the size of theadighand the induction step is based
on elementary morphisms. A morphidm «7* — o/ is called elementaryif there do not exist an
alphabet# smaller thanes and two morphismd : &* — #* andg: #* — «&* such thath = gf.



150 DOL ultimate periodicity

Since elementary morphisms are injective, the claim isréfdais elementary. Now assume that g f
as above. Theh”(u) = h"(v) implies that(fg)"f(u) = (fg)"f(v) and, by induction, fg)/#! f(u) =
(fg)/#!f(v). This proves the claim, sinagf)/”*1(u) = (gf)#I*1(v) and|.<7| > | 2| + 1.

Using Theoreni ]l and Theordm 2 and following the guideline@jrwe give a new proof for the
decidability of the DOL ultimate periodicity problem. Théffdrence between the original proof of
Harju and Linna and this proof is that we employ a new methddionbd fromp-periodicity as stated in
Theorent1L.

Theorem 3. The ultimate periodicity problem is decidable for DOL seupes.

Proof. As explained above, it suffices to show that we can decidehehbt’(a) is ultimately periodic
for a given morphisnh: .o7* — o/* prolongable ora. Without loss of generality, we assume that every
letter of &7 really occurs irh®(a). Otherwise, we could consider a restrictionhofRecall also that7
is the subset af7 which consists of the infinite letters occurring infinitelyany times irh®(a).

If <74 = 0, then the sequence is ultimately periodic. Namely(d) = ay andy contains infinite
letters, then every imad#'(y) contains infinite letters and there must be at least one tefieiter occur-
ring infinitely many times irh®(a) = ayh(y)h?(y)- - -, which means that # 0. Therefore, there is only
one infinite letter and it is the letter occurring once in the beginning of the word. Henb&) = ay
wherey consists of finite letters. Then there must be integeasd p such thah™P(y) = h"(y). Thus
|h"(y)h™L(y)---h™P-1(y)| is a period oh®(a).

Assume now thab € o713. We may write

h®(a) = ugbu b, - - - ,

whereu; € (<7 \ {b})*. If the setU = {u; | i > O} is infinite thenh®(a) cannot be ultimately periodic.
Note that if there exists a € .4 such that the letteb does not occur in aniii(c), thenU is infinite.
This property is clearly decidable since if a letter occark'{c) for somei, then it occurs in the image
for i < |«7|. Hence, we may assume that for each infinite lettéhre letterb occurs inhi(c) for some

i <|e|.

Next we show that we may deciddJfis infinite or not. First assume thdtis infinite. Then there are
arbitrarily long words irflJ. Since each infinite letter fromf’(a) produces an occurrence Iofn at most
|<7| steps, there must be arbitrarily long words fres in U. This is possible only if for some € 27
and integess < |.«/| we haveh®(c) = vic\,, where fori = 1 ori = 2 we havey; € @ andh(v;) # € for
everyn > 0. This is a property that we can effectively check. Note ithift(v;) = € for somen > 0, then
hl<| (vi) = €. On the other hand, if there existig «4 satisfying the above conditions, the Bkis clearly
infinite. Hence, the finiteness bf can be verified and the finite détcan be effectively constructed.

Now assume that®(a) is ultimately periodic, i.e.h®(a) = uv?’, wherev is primitive. Consider a
subsetU’ of U containing the elements occurring infinitely many times im®(a). Sinceb is in .o,
there exists an integé¥ such thath"(b)| > |v| for everyn > N. Hence, len > N. Sincebu with u; € U’
occurs in the periodic part of the sequence, we concludenttihty) € w,«7*, wherew, is a conjugate
of v. Moreover, by the primitivity olv andw;,, we have

h"(bu) ew, foralluy eV’ 4)
Namely, assume thdf'(bu) = wiw/, wheret is some positive integer andl is a proper prefix ofv,,

i.e.,W is non-empty andv # w,. Thenh"(bub) € wiw'w,o7* is a prefix ofw?, which implies that the
word w;, occurring aftem/ occurs insidevZ. Sincew, is primitive, this is impossible.
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Take now any two words; andu; € U’. By (@), we conclude that there existssuch thah’(bubu;) =
h®(bu;buy ) for all ¢ > m. Moreover, by Theorer] 2, we know that we may chowse |<7|. Note that if
the above does not hold for somaeandu; in U’, thenh®(a) cannot be ultimately periodic. Hence, let
m=|</| and

h™(bubuy;) = h™(bu;by),
for everyu;,u; € U’. Then the word$™(by) andh™(bu;) commute and by transitivity we can find a
primitive wordz such that
h'(bu) € z* forally eU’, ¢ >m.

This implies thah®(a) is ultimately |z-periodic. Since we can test the ultimateperiodicity ofh®(a)
by Theorent L, the ultimate periodicity problemtéf(a) is decidable. O
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