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Exercise 2.1

Let n € N. We consider here a queuing model, where n clients are arriving at random (uniformly)
during opening hours. The shop is open from time ¢ = 0 to time ¢t = a,, > 0. Let S1,52,...,5,
be i.i.d. random variables that are uniformly distributed on [0, a,]. Let A be a bounded Borel
set, we define

N™(A) = Zn:1 (S; € A).
=1

We choose a,, = ¥, for some constant A > 0.

(a)
(b)

()

Prove that (N"(A)), cy converges to a Poi(A|A|) random variable.

Let K € N and Ay, Ao, ..., Ag be disjoint and bounded Borel sets. Show that the sequence
(N™(A1),N™"(Az),...,N"(Ag)),ecn converges in distribution towards a vector of indepen-
dent Poisson random variables with parameters A|A1|, AAsa|,..., A|Ag|.

Conclude that the sequence of processes defined as N{* := N"([0,¢]) for ¢ > 0 and n € N
converges to a Poisson process in the sense of finite-dimensional distributions, i.e.

(NP N NP —2s (N, Nigy oo Ny ) s YOSty <ty < - < g, < 00,

n—o0

where N is a Poisson process with rate \.

length of th ing ti
ength of the opening time tends to a constant

This means that in the limit, if the ratio -
o number of clients o
when both quantities become large, then the number of clients in a given time interval con-

verges to a Poisson random variable with parameter: limit of the ratioxlength of the time interval.

Exercise 2.2

Let (Ur)pen be a sequence of ii.d. random variables which are uniformly distributed on (0, 1)
and A > 0. For each ¢ > 0 define a random variable M; valued in Ng U {+o0} by

a)

b)

M; := sup {n € Np: —ZlogUk < )\t}.
k=1

Show that P[{J;~o{M¢ = +o0}] = 0 and that the stochastic process (N¢)¢>o defined by
Ny = Mt]lﬂt>0{ﬂjlt<+oo} is a counting process starting at 0.

Show that N is a standard Poisson process with rate A.



The above result can be used to simulate a standard Poisson processes on a computer.

Exercise 2.3

Let Xy,..., X, be real-valued i.i.d. random variables with a density f. Denote by X(y),...

the order statistics of X1,..., X, that we define recursively as

Xy =min{Xy,..., Xy},
and for k € {2, R ,n}, X(k) = min{{Xl, ce ,Xn}\{X(l), va(lcfl)}}'

» X (n)

Equivalently, X (1), ..., X(,) is defined as X (1), ..., X (n), where 7 is a permutation (depending

on the X;’s) such that X ) < Xr2) < ... < Xz
Show that the joint density g of X(q),..., X(y) is given by

9(1717 - ’xn) = n! H f(xi)]l{w1<m2<-~<wn}'
=1



