ETH Ziirich FS 2015
D-MATH Coordinator
Prof. Antti Knowles Thomas Cayé

Applied Stochastic Processes

Exercise Sheet 10

Please hand in by 12:00 on Tuesday 19.05.2015 in the assistant’s box in front of HG E 65.1

Exercise 10.1

Consider the reflected random walk on E = Ny, i.e. a Markov chain (X, )nen, with transition
matrix

0 1 0 0
q 0 p O

R= ,
0 ¢

0 p

where p,q > 0 and p+q = 1.
(a) Show that (X, )nen, is transient, i.e. all states x € E are transient, if p > 1/2.

(b) Set v := py10. Show that « satisfies the equation

a:q+pa2.

Deduce that (X,)nen, is recurrent, i.e. all states x € E are recurrent, if p < 1/2.

(c) Set B := Ei[Hp]. Show that if (X,)nen, is positive recurrent, i.e. all states © € E are
positive recurrent, then [ satisfies the equation

B=1+2pp.

Deduce that (X,,)nen, is positive recurrent if 0 < p < 1/2 and null recurrent, i.e. all states
x € E are null recurrent, if p = 1/2.

(d) When does the reflected random walk have a stationary distribution? Is it unique? If yes,
find it.

Exercise 10.2

Metropolis-Hastings algorithm. Let 7 be a probability distribution on a countable state space E.
Suppose we have a transition probability (74y)zyer on E.

a) Construct a transition probability (77, ,)zycr on E such that a transition from x to y is
T,y Y
proposed with probability r, ,, but only accepted with probability

<7T(y)7°y’x A 1) .
T(x)ry,y

If the transition is refused, then the chain remains at x.
(If m(x)ryy =0, we set (% A 1) =1.)

T(@)ray



(b) Show that 7 is a reversible distribution of the Markov chain with transition probability
(Téj‘,y)$7yeE'

Exercise 10.3

Birth and Death Process. We recall the settings of Exercise 9.2.

Let (Xp)nen, be a Markov chain on a countable state space E, with transition probability
(rij)ijer and initial distribution p. (Xp)nen, is called reversible if for all m € N and all
10y ..., im € E we have

Pu[Xo =0, X1 =i1,..., X;n =i = Pu[Xon =0, Xon—1 =11, ., Xo = in).

Consider a birth and death process (X ),y With state space Ny and transition probabilities
r;; with the restriction that r; ; = 0 if |i — j| > 1.

(a) We define a probability distribution v on Ny by

Tk—1,k
ZE | e

T _
g T k=1

Prove that (v;);cy, is a stationary distribution.

(b) Is this Markov chain reversible?



