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Exercise 10.1

Consider the reflected random walk on E = N0, i.e. a Markov chain (Xn)n∈N0 with transition
matrix

R =


0 1 0 0 · · ·

q 0 p 0
. . .

0 q 0 p
. . .

...
. . . . . . . . . . . .

 ,

where p, q > 0 and p+ q = 1.

(a) Show that (Xn)n∈N0 is transient, i.e. all states x ∈ E are transient, if p > 1/2.

(b) Set α := ρ1,0. Show that α satisfies the equation

α = q + pα2.

Deduce that (Xn)n∈N0 is recurrent, i.e. all states x ∈ E are recurrent, if p ≤ 1/2.

(c) Set β := E1[H̃0]. Show that if (Xn)n∈N0 is positive recurrent, i.e. all states x ∈ E are
positive recurrent, then β satisfies the equation

β = 1 + 2pβ.

Deduce that (Xn)n∈N0 is positive recurrent if 0 < p < 1/2 and null recurrent, i.e. all states
x ∈ E are null recurrent, if p = 1/2.

(d) When does the reflected random walk have a stationary distribution? Is it unique? If yes,
find it.

Exercise 10.2

Metropolis-Hastings algorithm. Let π be a probability distribution on a countable state space E.
Suppose we have a transition probability (rx,y)x,y∈E on E.

(a) Construct a transition probability (r′x,y)x,y∈E on E such that a transition from x to y is
proposed with probability rx,y, but only accepted with probability(

π(y)ry,x
π(x)rx,y

∧ 1

)
.

If the transition is refused, then the chain remains at x.
(If π(x)rx,y = 0, we set

(
π(y)ry,x
π(x)rx,y

∧ 1
)
= 1.)



(b) Show that π is a reversible distribution of the Markov chain with transition probability
(r′x,y)x,y∈E .

Exercise 10.3

Birth and Death Process. We recall the settings of Exercise 9.2.
Let (Xn)n∈N0 be a Markov chain on a countable state space E, with transition probability

(ri,j)i,j∈E and initial distribution µ. (Xn)n∈N0 is called reversible if for all m ∈ N and all
i0, . . . , im ∈ E we have

Pµ[X0 = i0, X1 = i1, . . . , Xm = im] = Pµ[Xm = i0, Xm−1 = i1, . . . , X0 = im].

Consider a birth and death process (Xn)n∈N with state space N0 and transition probabilities
ri,j with the restriction that ri,j = 0 if |i− j| > 1.

(a) We define a probability distribution ν on N0 by

νi :=
i∏

k=1

rk−1, k
rk, k−1

Prove that (νi)i∈N0
is a stationary distribution.

(b) Is this Markov chain reversible?


