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Solution 5.1

(a) Let us define the random variables S̃n = Sn − S0 for n > 1 and the process Ñ by
Ñt :=

∑∞
k=1 1

(
S̃k 6 t

)
. We have Ñt > Nt for all t > 0, P-almost surely. Therefore,

by Lemma 2 (ii) of the lecture notes, it holds that E [N r
t ] < ∞ for any t ∈ R+ and any

r ∈ N.

(b) By construction of N , it is nondecreasing, and the monotonicity property of expectaions
yields that M is nondecreasing as well.
Let 0 < s < t ∈ R+, we have Ns+δ 6 Nt for all 0 6 δ < t− s. By the previous question, Nt

is integrable. N is right-continuous by construction and we have limδ↓0Ns+δ = Ns P-a.s.
Using the dominated convergence theorem, we conclude that limδ↓0M(s+δ) =M(s). This
proves that M is right-continous.
By the monotone convergence theorem, we have

M(t) = E [Nt]

= E

[ ∞∑
k=1

1 (Sk 6 t)

]

= E

[
lim
n→∞

n∑
k=1

1 (Sk 6 t)

]

= lim
n→∞

E

[
n∑
k=1

1 (Sk 6 t)

]

= lim
n→∞

n∑
k=1

E [1 (Sk 6 t)]

=

∞∑
k=1

P [Sk 6 t]

=

∞∑
k=1

G ∗ F ∗k(t).

This proves the claim.



(c) Let s > 0, we have similarly to the proof from the lecture,

M̂(s) =

∫ ∞
0

e−sxdM(x)

=

∫ ∞
0

e−sxd
∞∑
k=1

G ∗ F ∗k(x)

=
∞∑
k=1

∫ ∞
0

e−sxd
(
G ∗ F ∗k

)
(x)

=
∞∑
k=1

E
[
e−sSk

]
=
∞∑
k=1

E
[
e−sS0

]
E
[
e−sT1

]k
=
∞∑
k=1

Ĝ(s)F̂ (s)k

= Ĝ(s)
F̂ (s)

1− F̂ (s)
,

where we first used the definition of the Laplace transform, the independence of the Ti’s,
that they are identically distributed and the independence of S0 from the Ti’s. For s = 0
both sides of the equality are infinite.

(d) Let t > 0. We have from (b) the equality M(t) =
∑∞

k=1G ∗ F ∗k(t). Rewriting,

M(t) = G ∗ F (t) +
∞∑
k=2

G ∗ F ∗k(t)

= G ∗ F (t) +
∞∑
k=2

∫ t

0
G ∗ F ∗k−1(t− s)dF (s)

= G ∗ F (t) +
∞∑
k=1

∫ t

0
G ∗ F ∗k(t− s)dF (s)

= G ∗ F (t) +
∫ t

0
M(t− s)dF (s).

For t < 0, it holds that M(t) = 0.

Solution 5.2

Observe that the probability distribution of the interarrival times Tn is Gamma(λ, 2), which
is the convolution of two Exp(λ) distributions. The interarrival times can thus be written as
Tn = V2n−1 + V2n, n ∈ N where Vn are independent and exponentially distributed random
variables with rate λ.

Let (Ñt)t≥0 be the renewal process with interarrival times Vn, n ∈ N. Hence, for all n ∈ N0,

P [Nt = n] = P
[
Ñt = 2n

]
+ P

[
Ñt = 2n+ 1

]
= e−λt

(
(λt)2n

(2n)!
+

(λt)2n+1

(2n+ 1)!

)



and

M(t) = E[Nt] =
∞∑
n=0

nP [Nt = n]

= e−λt
1

2

∞∑
n=0

(
2n

(λt)2n

(2n)!
+ (2n+ 1)

(λt)2n+1

(2n+ 1)!
− (λt)2n+1

(2n+ 1)!

)

=
e−λt

2

∞∑
n=0

n
(λt)n

n!
− e−λt

2

∞∑
n=0

(λt)2n+1

(2n+ 1)!

=
λt

2
− e−λt

2

(
eλt − e−λt

2

)
=
λt

2
− 1− e−2λt

4
.

From this we obtain lim
t→∞

M(t)

t
=
λ

2
.

Solution 5.3

(a) Let Sk = T1 + . . .+ Tk. For t ≥ 0,

g(t) = P [Yt = 1]

= P [Yt = 1, T1 > t] + P [Yt = 1, T1 ≤ t]

= P [U1 > t] + E
[∑

k≥1 1{Sk≤t<Sk+Uk+1}

]
= P [U1 > t] + E

[∑
k≥1 1{T1+Sk−S1≤t<T1+Sk−S1+Uk+1}

]
,

where T1 is independent of Sk − S1 and of Uk+1, and Sk − S1
D
= Sk−1 for k ≥ 1.

By conditioning on T1, we obtain

E
[∑

k≥1 1{T1+Sk−S1≤t<T1+Sk−S1+Uk+1}

∣∣∣T1]
=E

[∑
k≥1 1{Sk−S1≤t−s<Sk−S1+Uk+1}

]∣∣∣∣∣
s=T1

= g(t− T1) a.e. on {T1 ≤ t}.

Hence, using the tower property,

g(t) = P [U1 > t] + E[g(t− T1)1{T1≤t}] = P [U1 > t] +

∫ t

0
g(t− s) dF (s), t ≥ 0.

(b) Note that T1 is the sum of two independent random variables U1 and V1, which have
densities u(t) = λe−λt1{t≥0} and v(t) = µe−µt1{t≥0}, respectively. Hence T1 also has a
density f , which is given by f = u∗v. In particular, f is supported on [0,∞) and for t ≥ 0
we have

f(t) = (u ∗ v)(t) =
∫ t

0
u(s)v(t− s) ds = λµ

∫ t

0
e−λs−µ(t−s) ds

= λµe−µt
∫ t

0
e(µ−λ)s ds =

λµ

µ− λ
e−µt(e(µ−λ)t − 1)

=
λµ

µ− λ
(e−λt − e−µt).



Next, by a) we know that g satisfies the renewal equation

g(t) = P[U1 > t] +

∫ t

0
g(t− s)f(s) ds, t ≥ 0.

Observing that P[U1 > t] = e−λt1{t≥0} = h(t) yields the claim.


