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Solution 9.1

(a) The number of molecules in A can only increase or decrease by 1. The probability that it
increases (resp., decreases) is equal to the probability that a molecule from compartment
B (resp., A) is chosen. Thus the transition probabilities are

-5 fz<Nandy=ux+1,
Tey =4 N ifx>0andy=2—1,
0 otherwise.

(b) We consider the detailed balance condition, 7(z)ry ;—1 = (2 — 1)ry—1 4, and obtain

m(x) = m(x — 1)% = m(x - 1)% = W(O)(JV_NM =0 <];7>

Furthermore, Zivzow(x) =1, s0

m(0) = (i (Z)>_l = (a+)V) =27,

z=0

Since this distribution satisfies the detailed balance condition, it is reversible (and hence
stationary, see lecture notes).

Solution 9.2

(a) First, suppose that (X, )nen, is reversible. By a result of the lecture, we have for i,j € E
pirij = Pu[Xo =1, X1 = j] = Pu[Xo = j, Xu = 1] = pyrj,
so w satisfies the detailed balance condition and is thus a reversible distribution for (X, )nen, -

Conversely, suppose that p is a reversible distribution for (X,)nen,. Let m € N and

10,..-,4m € E. Using the same result again and the detailed balance condition m times,
we obtain
]PM[XO =140, X1 =11,...,Xm = lm] = MigTi0,i1Ti1,52 " Tim—1,im
= TirioMirTivsiz " Tigm—1,im
= TilyiO T Tim—lyim—2iu7;m—l’r7;m—ly7:m
= TilaiO e Tianl:imf?,rimyi’mfl /“["Lm
= i Vi im—1Tim—1,im—2 """ Ti1,i0

= ]P’N[Xo = Uy X1 = Ty e v vy X = io].



(b) Suppose that (X;)nen, is reversible. Then p is a reversible distribution for (X, )nen, by
part a). Again by part a) it suffices to show that p is a reversible distribution for (X)) nen,-
To this end, we have to check the detailed balance condition. Let ¢,5 € F. Note that we
only have to consider the case ¢ # j. Since p satisfies the detailed balance condition, we
obtain

HiTig M7,
ZkeFﬂk ZkeFﬂk

/I o
Hils5 = = M55

Solution 9.3

Denote this Markov chain by (X, )nen, and its state space by E. Since E is finite, we know that
there exists at least one recurrent state x € E. As (X, )nen, is irreducible, all pairs of states
communicate, so all states in F are recurrent. Suppose, for contradiction, that all states are null

recurrent. Then we have,
lim P)[X,=2]=0 Va,yckFE.

n—o0
We can take the sum over x € F, and swap the limit and summation (since E is finite) to obtain
lim " Py[X,=2]=0 VyeE,

n—0o0
zelR

which is a contradiction, since ) . Py[X, = z] = P,[X,, € E] =1 for all n and y. Hence there

exists a positive recurrent state, so all x € E are positive recurrent.

Solution 9.4

(a) The state 1 € N is recurrent, as
pLL = Pl[H1 <oo] —E[(X;=1)1(H <o00)+1(X;>1)1(H <o0)] =Y (i) = L.

1€EN
(1)
Moreover, in case the Markov chain jumps to state ¢ starting from 1, then it will return to
state 1 in exactly ¢ steps. Hence E1[Hi] = ), cyim(i) < oo by assumption, so state 1 is
positive recurrent.

Define
m:=sup{i € N:7 (i) >0}

If m = oo, then all states ¢ € N are connected with 1 and thus positive recurrent, by
Theorem 3.16. If m < oo, then all states ¢ € {1,2,...,m} are connected with 1 and thus
positive recurrent, by applying a result on irreducible homogeneous Markov chains from
the course, with E restricted to {1,2,...,m}.

The states i € N\ {1,2,...,m} =: F do not communicate as i + 1 — i for all i € F, but
not ¢ — i+ 1. The states ¢ € F' are transient, as for all ¢ € F' (defining p; ; similarly to

(1),

Pii =Tiji—1"-..-T21p1; = p1,; =0 < L.

(b) Let X be an integer-valued random variable with distribution 7. By assumption,

BIX] = in (i) < oc.

1€EN



We define a distribution (v;);en by

To show that (1), is a stationary distribution, we check v; = >, viri; Vi€ N:

D Virig = VITL  viaarieg
€N
PIX>1 . P[X>j+1
Pz PXz
E[X] EX]
=(1-PX=jl+P[X>j+1]) /E[X]
— P[X >]/BIX]
= I/j.
The stationary distribution (v;);cy is reversible if and only if support (7) = {1,2}, i.e.
(1) + w(2) = 1. If support (7) # {1,2}, then there exists i > 3 with 7(¢) > 0. Thus,
viry; = viw(i) > 0, but v;r; 1 = 0. Hence v171; # v4r;.1, and X is not reversible.

Remark. This example shows that a stationary distribution is not necessarily reversible. It
also shows that one cannot skip the condition of irreducibility to have equivalence between
existence of a stationary distribution and positive recurrence of all the states.

Solution 9.5

(a)

(i)+(ii) Both states are connected. As the state space is finite, both states are thus recurrent.
However, we can prove directly that the states are recurrent. The state 0 is recurrent

as
poo = PolUR {Xk=0,Xp1=1,....X; = 1}]
= Yo PXi=1,..., X1 =1, X, =0
= 1—p+pr>2,1—r)"
= 1-p+pr;
= 1
Analogously, we can prove that the state 1 is recurrent.
(iii)
P:{l_p P }:TDTl,
r 1—r

where

It follows



(iv)

limP”:TlimD”T_lzT[l O}T_I: 1 [;

0 0

n—oo n—oo

p+r

b) (i) The states 0 and 3 are recurrent. The states 1 and 2 are transient.

(ii) The states 0 and 3 are not connected.

(iii)

1 0 0 O
_1lq 0 p 0| _ 1
P=|& 00 4| =70,
0 0 0 1
with
p 0 00
1o —p oo
D= O 0 1 0|
0O 0 01
0 0 —p 1+p 1—_}0 L1
T T A R SR = S
1 1 1-p »p ’ 2 0 0 0
2
00 1 0 200 0
p" 0 0 0
n o__ np—1 __ 0 (—p)n 0 0 -1
PY=TD"T =T 0 0 1 0 T
0 0 01
(iv)
0000 }
lim P' =7 lim pr7t=7| 0 0 0 0| T4y
0001 0
(c) (i) The state 3 is recurrent. The states 0,1 and 2 are transient.
(iii)
g p 00
_ 10 qp 0] _ 1
P = 00 ¢ p =T(D+N)T™,
0 0 0 1
where
1 0 0 0 0 0 0O
10 1-p 0 0 10010
D=1o 0o 1-=p o ['M=|oo0o01
0 0 0 1—p 0 0 0O
1 1 0 O 00 0 1
101 0 100 -1
_ D -1 _
T‘100;’T_0p0—p‘
100 0 00 p* —p?
It follows
P*=T(D+ N)"T",
with

o O OO

p
p

o O OO
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(iv)

=T lim (D+N)"T! =
n—oo

oSO OO
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