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Let X; and X, follow a normal distribution with mean yu; and variance o?. Prove that if X
is independent of Xy then X, + Xy ~ N(py + pi2, 0% + 03).

Solution: Let’s suppose, first, that pu; = ps = 0. We just have to use the convolution
formula:
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that is the distribution function of a normal random variable with parameter N (0, /o7 + 03).

For the general case note, that X; — p; is distributed as N(0,02). So (X1 — 1) + (Xo — po) ~
N(0,0% + 03), then X + Xo ~ N(uy + pi2, 0% + 03).

Let (2, A,P) be a probability space and (Z,),en a sequence of random variables.

(a) Prove that if Z, % ¢ € R, then for all bounded and continuous functions f
E(f(Zn)) = f(c).

(b) Show that if Z, — ¢ € R in distribution, then 7, 5e

Solution:

(a) Take e > 0, we know that there exists § > 0 so that for all x € [¢—0, c+6], |f(z)— f(c)| <
€. Then
B (f(Zn) = f(e) | <E([f(Zn) = f(0)])

<E(If(Z,) — f(O)1z,-ci<sr) + E(|f(Z0) = f(O)|L1z,—c1>6})
<e+ | flloP(|Z, — | > 0) — €.
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(b) Take € > 0 and define

£.(x) — min {ld(x, c— e c+d), 1} |

€

fe is clearly a continuous function. Note that f(z) =0ifx € [c—€,c+¢€] and f(z) =1
if |z — ¢| > 2e. Then we have that:

P(| Xy — | = 2€) < fe(Xn) = fe(c) = 0.
Q3. Take X, i.i.d random variable so that
E(X;) =1, Var(X;) =2,
and define S, :=>""  X;.

(a) Use Chebyshev-inequality to estimate

P(&—l'ﬁ(w).

n
What is the value of the bound when n = 40.
(b) Use the Central Limit Theorem to estimate

P(&—l'é()b).

n
What is the value of the bound when n = 40.

Solution:

(a) We have by Chebyshev inequality that

]P’(&—l §O.5):1—]P’(&—1‘20.5)
n n

(1% v)

>1-
= 0.25
E (Var(3))
0.25
—1- 2
n

When n = 40, the bound is 0.8.
(b) Thanks to Central Limit Theorem, we have that:
oV (i = IE(XZ-)) 4 N(0,1).
Var(X;) \ n
Then, using this property we have

(|| <os) ¢ (22
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Q4. Take x € [0,1]. We say that x is normal if for x in its binary form,
= anz—n Tn € {07 1}7
neN

{1<k<mzp=1}] _ 1

we have that lim,,_,. —

(a) Prove that if we have a sequence (Up,)nen ii.d. Bernoulli with parameter 3, then U =
Y neny Un27" is an uniform random variable in [0, 1]

(b) Prove that if U ~ U(0,1), P(U is normal) = 1.
Solution

(a) First we have to prove that U is measurable. For this we just have to realize that
Um =" U,2™" is measurable because it’s the finite sum of measurable function
and we have that

U, — U.

Second we have to understand the measure that U produces in R. For this it’s enough to
show that the measure induced by U coincide with the uniform measure in the intervals

of the form
ﬁ k+1
on’ on |’

for k € N € [0,2" — 1]. This is because they generate the Borel o-algebra.

Note that
P((3n e N)(Vm >n)X,, =1) =0,

thanks to Borel-Cantelli Lemma. So we can work in
Q:=N{weQ: 3neN)(Vm>n)X,, =1},

i.e. our probability space is (Q, A, P) where A = A |5 and P := P |5. Now we have that
if k=" k2" €{0,1,.,2" — 1}

P (U € [2% k; 1D _p (iﬂ:{Um _ k:n_i})

2n—1
= [[ P(Uis1 = kuss)
=0

=27"

That is the probability of a uniform random variable to be in [2%, %]

(b) Take (U,)nen Bernoulli § i.id. Thanks to part (a) we have that U := " U,27" is

22:1 1{Uk:1}

uniform distributed and it’s normal iff — % Then:

n 1 _
P(Uis normal) = P (M = 1> =1.

n

Where in the last equality we have used the law of large numbers.



