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1 Fundamental Equations of Fluid
Dynamics

The fundamental equations of fluid dynamics are derived under the so-called
continuum assumption: since fluids, i.e., gases and liquids, usually consist
of a very large number of particles, we model such fluids as a continuum
rather than consider the motion of individual fluid particles.

The quantities of interest in such a continuum description are then macro-
scopic variables that can be measured point-wise. Key quantities of interest
are, for example, the density, velocity, pressure, temperature and energy. A
fluid model describes the coupled evolution of these variables in space and
time.

1.1 Eulerian Description

Let Ω ⊆ Rd (d = 1, 2, 3) be an open, bounded set with a smooth boundary
denoted by ∂Ω (see Figure 1.1).

Let x ∈ Ω denote any point in the domain and let t ∈ R+ denote a point
in time. Then, fluid models typically describe the evolution of

1. Density: ρ(x, t) : Ω× R+ → R,

2. Velocity: u(x, t) : Ω× R+ → Rd,

3. Pressure: p(x, t) : Ω× R+ → R,

4. Temperature: θ(x, t) : Ω× R+ → R,

5. Total Energy: E(x, t) : Ω× R+ → R,

and other, similar macroscopic quantities of interest.
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1.2. Lagrangian Description

Figure 1.1: Example of the domain set Ω with smooth boundary ∂Ω.

The space-time coordinates (x, t) are called Eulerian coordinates and an
Eulerian fluid description consists of measuring quantities of interest at
fixed Eulerian coordinates. Thus, for example, we can measure the wind
velocity at a fixed point using an anemometer.

1.2 Lagrangian Description

The Eulerian description of fluid dynamics relies on a fixed frame of refer-
ence. In practice, however, we are primarily concerned with fluid flows. In
such a situation, each fluid particle moves during the fluid evolution with
its motion being modulated by the velocity u. An alternative approach,
therefore, is to describe the motion of a continuum such as a fluid using a
flow mapping

X : Rd × R+ → Rd.

In particular, let a ∈ Ω be any point. Then the motion of this point (see
Figure 1.2) can be expressed by the mapping

x = X (a, t).

The point a ∈ Ω is then termed a Lagrangian or material coordinate, and
we use the convention:

X (a, 0) = a.
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1.2. Lagrangian Description

Figure 1.2: Example of the motion of the point a ∈ Ω under the mapping X .

We assume that the function X is smooth in both arguments, and is also
a diffeomorphism, i.e., X−1 exists and is differentiable. Furthermore, we
assume that the mapping Dx

a ∈ Rd×d exists and is non-singular where

(Dx
a)i,j =

∂xi
∂aj

, ∀ i, j = 1, . . . , d.

Intuitively, this implies that the flow map X does not cause fluid volume of
a non-zero measure to evolve to one of measure zero. Under these assump-
tions, the velocity U of a material particle a at time t is given by

U(a, t) =
∂X
∂t

(a, t).

The Eulerian and Lagrangian descriptions of the velocity field are then
related by the equation

x = X (a, t),

u
(
X (a, t), t

)
= U(a, t).

(1.1)

Conversely, given a smooth Eulerian velocity field u(x, t), we can obtain the
Lagrangian mapping X by solving the following initial value problem:

dX
dt

(a, t) = u
(
X (a, t), t

)
,

X (a, 0) = a.
(1.2)
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1.3. Reynolds Transport Theorem

Note that Equation (1.2) is a non-linear ODE and the solution to this IVP
might result in extremely complicated (’chaotic’) particle paths.

Next, given a function g : Rd × R → R in Eulerian coordinates, we can
derive an analogous function G : Rd×R→ R in Lagrangian coordinates by
setting

G(a, t) := g
(
X (a, t), t

)
. (1.3)

We denote the rate of change of g (for a fixed Eulerian coordinate x ∈ Ω)
with respect to time as gt(x, t) or ∂tg(x, t). Similarly, we denote the rate of
change of the function G (for a fixed Lagrangian coordinate a ∈ Ω) with
respect to time as ∂tG := Dg

Dt
. We remark this quantity is also known as the

material derivative.

It then follows that

Dg

Dt

(
X (a, t), t

)
= ∂tg(x, t) +∇g(x, t) · dX

dt
= ∂tg + u · ∇g. (1.4)

Thus, Equation (1.4) provides a link between the Eulerian and Lagrangian
descriptions of fluid flow. Intuitively, the material derivative

D

Dt
:=

∂

∂t
+ u · ∇,

describes the rate of change of some physical quantity along particle paths.

1.3 Reynolds Transport Theorem

Let P ⊂ Ω be a bounded set (see Figure 1.3). For every t ∈ R+, we define
the set

Pt =
{
X (a, t) : a ∈ P

}
We can now state the following generalisation of the Leibniz Rule, which is
also known as differentiation under the integral sign.

Theorem 1.1 (Reynolds Transport Theorem) Let X : Rd×R+ → Rd
be a smooth function such that for all t ∈ R+ it holds that X (·, t) is a
diffeomorphism of Rd, let the sets P ,Pt be defined as above and let g : Rd×
R→ R be a smooth function in both arguments. Then it holds that

d

dt

∫
Pt
g(x, t)dx =

∫
Pt
∂tg(x, t)dx+

∫
∂Pt

(u · ν)g(x, t)dσ(x). (1.5)
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1.4. Conservation Laws

Figure 1.3: Example of the motion of the point a ∈ Ω under the mapping X .

Here, ∂Pt is the boundary of the set Pt, ν(x) is the unit outward normal
vector at the point x ∈ ∂Pt and u is the Eulerian velocity field defined by
Equation (1.1).

We remark that applying the Divergence theorem to (1.5) results in the
following equation:

d

dt

∫
Pt
g(x, t)dx =

∫
Pt
∂tg(x, t)dx+

∫
Pt

div
(
u(x, t)g(x, t)

)
dx. (1.6)

1.4 Conservation Laws

The fundamental equations of fluid dynamics are often derived in terms of
the following conservation laws:

1.4.1 Conservation of Mass

Let ρ : Rd×R→ R denote the fluid density. Then the total mass contained
in any material volume Pt is given by∫

Pt
ρ(x, t)dx.
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1.4. Conservation Laws

Conservation of mass implies that

d

dt

∫
Pt
ρ(x, t)dx = 0.

Reynolds Transport Theorem (1.6) then implies that∫
Pt

(
∂tρ+ div(ρu)

)
dx = 0. (1.7)

Since Equation (1.7) holds for any material volume Pt, the following point-
wise equation must hold:

ρt + div(ρu) = 0. (1.8)

1.4.2 Conservation of Momentum

The total momentum of any material volume Pt is given by∫
Pt
ρu dx.

Newton’s Second Law of Motion then implies that

d

dt

∫
Pt
ρu dx =

∫
Pt
Qdx, (1.9)

where Q denotes the sum of all forces acting on the fluid.

Applying Reynolds Transport Theorem (1.6) component-wise to Equation
(1.9) then yields ∫

Pt

(
∂t(ρu) + div(ρu⊗ u)−Q

)
dx = 0. (1.10)

Once again, since the above equation holds for any material volume Pt, we
obtain the following point-wise equation:

(ρu)t + div(ρu⊗ u) = Q. (1.11)

Here, (· ⊗ ·) denotes the tensor product. In particular, in the case of three
spatial dimensions, i.e., u ∈ R3 given by u = (u1, u2, u3), it holds that

u⊗ u =

 u2
1 u1u2 u1u3

u1u2 u2
2 u2u3

u1u3 u2u3 u2
3

 .
9



1.4. Conservation Laws

It remains to specify the total force Q. Note that we may write the total
force as

Q = F + S,

where F represents so-called body forces that act on the entire volume of
the fluid, and S represents so-called surface forces that are internal forces
acting on the surface of the material volume. In the absence of body forces
such as gravity, buoyancy or the Coriolis force, we may assume that F ≡ 0
and therefore, we need only model the surface forces S.

Remark 1.2 We may use the mass conservation equation (1.8) in Equa-
tion (1.11) to obtain

ρ

(
∂u

∂t
+ (u · ∇)u

)
= S.

The above equation can then be rewritten in terms of the material derivative
as

ρ
Du

Dt
≡ S. (1.12)

Equation (1.12) is simply the more explicit form of Newton’s Second Law
of Motion, which, informally, states that mass times acceleration equals the
force. This formulation of the conservation of momentum equation (1.11)
is occasionally useful.

The surface forces S can now be computed using the so-called Cauchy mo-
mentum tensor :

S = div σ,

where σ ∈ Rd×d is the stress (force per unit surface area) tensor and div σ
is the component-wise divergence of the stress tensor. In particular, in the
case of three spatial dimensions, the stress tensor σ is denoted by

σ =

σxx τxy τxz
τxy σyy τyz
τxz τyz σzz

 ,
where σii denotes the Normal stress in the i-direction and τij denotes the
shear stress across the i and j directions.

Next, we define the pressure p as the mean normal stress given by

p = −1

3
(σxx + σyy + σzz).
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1.4. Conservation Laws

The stress tensor can then be rewritten as

σ = −

p 0 0
0 p 0
0 0 p

+

σxx + p τxy τxz
τxy σyy + p τyz
τxz τyz σzz + p


= −pI+ T.

Here, I is the 3× 3 Identity matrix and T is the so-called deviatoric stress
tensor. Note that T has trace zero.

Using the above notations and definitions, Equation (1.11) can be written
in the form

(ρu)t + div(ρu⊗ u) = −∇p+ div T

=⇒ (ρu)t + div(ρu⊗ u+ pI) = div T. (1.13)

It now remains to specify the deviatoric stress tensor T. For simplicity, we
restrict ourselves to the case of a Newtonian fluid. This allows us to make
the following assumptions:

1. The stress is linearly proportional to the strain, i.e, T ∝ ∇u.

2. The fluid under consideration is isotropic, i.e., the mechanical prop-
erties of the fluid are invariant under rotations.

3. The fluid is in hydrostatic equilibrium at rest, i.e., u ≡ 0 =⇒ T ≡ 0.

Under these assumptions, the most general form of the deviatoric stress
tensor is given by

T = µ
(
∇u+ (∇u)ᵀ

)
+ λI(div u). (1.14)

Here, ∇u ∈ Rd×d is the tensor derivative of the velocity vector field u, µ is
the kinematic viscosity of the fluid and λ is the bulk viscosity of the fluid.
It is customary to set λ = −2

3
µ.

1.4.3 Conservation of Energy

We define the energy density E : Rd × R+ → R of the fluid as

E = E(x, t) := ρ(x, t)|u(x, t)|2︸ ︷︷ ︸
Kinetic Energy

+ ρ(x, t)e(x, t)︸ ︷︷ ︸
Internal Energy

,
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1.4. Conservation Laws

where e : Rd × R+ → R is the internal energy per unit volume of the fluid.

It is possible to use the conservation of momentum equation (1.13) to derive
an expression for the evolution of the kinetic energy. Similarly, it is also
possible to use either the enthalpy balance or the entropy balance, together
with energy loss due to heat conduction to derive an expression for the
evolution of the internal energy. For the sake of brevity, we skip these
calculations.

The conservation of energy equation is then given by

Et + div
(
(E + p)u

)
= div(Tu) + div(κ∇θ), (1.15)

where T is the deviatoric stress tensor (1.14), κ ∈ R is the coefficient of
heat conduction and θ : Rd × R+ → R is the temperature.

We remark that the internal energy e = e(ρ, p, θ) is usually described by
a so-called equation of state, which is derived from thermodynamics. In
particular, in the case of an ideal gas, it holds that

e =
p

(γ − 1)ρ
,

p = ρRθ,

where R is the universal gas constant and γ is another constant.

Equations (1.8), (1.13) and (1.15) together constitute the fundamental com-
pressible Navier-Stokes equations of fluid dynamics. Furthermore, in the
special case of an ideal gas we obtain the following complete system of
equations:

ρt + div(ρu) = 0, (Conservation of Mass)

(ρu)t + div(ρu⊗ u+ pI) = div T, (Conservation of Momentum)

Et + div
(
(E + p)u

)
= div(Tu) + div(κ∇θ), (Conservation of Energy)

with

T = µ
(
∇u+ (∇u) ᵀ

)
+ λI(div u), (Newtonian Fluid)

E =
1

2
ρ|u|2 +

p

γ − 1
, (Ideal Gas Equation of State)

θ =
p

ρR
. (Temperature Law)

(CNS)
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1.5. Limiting Regime I: Inviscid Limit

1.5 Limiting Regime I: Inviscid Limit

The compressible Navier-Stokes Equations (CNS) relate quantities expressed
in physical units. In order to understand and identify the different scales
in the problem, it is customary to non-dimensionalise the equations. Doing
so introduces a dimensionless constant known as the Reynolds number Re
given by

Re =
UL

µ
,

where L is a typical length scale, U is a velocity scale and µ is the kinematic
viscosity. The Reynolds number Re is the ratio of inertial forces to viscous
forces and essentially quantifies the relative importance of these forces for
a given flow.

In many flows of interest, Re � 1 or equivalently µ� 1. Furthermore the
heat conduction coefficient κ is small for several fluids such as, for example,
air. Hence, we can assume that µ = κ = 0. Then, using the fact that
λ = 2

3
µ, we can reduce the compressible Navier-Stokes equations (CNS) to

the so-called compressible Euler equations :

ρt + div(ρu) = 0, (Conservation of Mass)

(ρu)t + div(ρu⊗ u+ pI) = 0, (Conservation of Momentum)

Et + div
(
(E + p)u

)
= 0 (Conservation of Energy)

with

E =
1

2
ρ|u|2 +

p

γ − 1
. (Ideal Gas Equation of State) (CE)

The compressible Euler equations (CE) are a prototypical example of a
system of conservation laws:

∂tu+ div
(
f(u)

)
= 0, (1.16)

and represent the fundamental equations of inviscid fluid dynamics.

1.6 Limiting Regime II: Incompressible Limit

May fluids of interest such as, for example, water in the ocean, are incom-
pressible. For such fluids, the fluid density of an infinitesimal fluid volume

13



1.6. Limiting Regime II: Incompressible Limit

remains constant along the flow. Mathematically, this amounts to the con-
dition that the material derivative of the density is zero:

Dρ

Dt
= ρt + (u · ∇)ρ ≡ 0. (1.17)

Applying (1.17) to the mass conservation equation in (CE) results in

ρ div u = 0.

And since the density ρ is non-zero, the incompressibility condition implies
the following divergence constraint:

div u ≡ 0. (1.18)

Next, we apply the divergence constraint (1.18) to the momentum conser-
vation equation in (CE) and perform some manipulations using the chain
rule to obtain

ut + (u · ∇)u+
1

ρ
∇p = 0. (1.19)

Furthermore, it is straightforward to show that the energy conservation
equation in (CE) is redundant in the incompressible limit. Thus, setting
ρ ≡ 1, we obtain the so-called incompressible Euler equations :

ut + (u · ∇)u+∇p = 0,

div u = 0. (ICE)

Finally, we can also reintroduce viscosity in the incompressible Euler equa-
tions (ICE) and make use of the divergence constraint (1.18) to simplify
the stress tensor considerably to obtain the so-called incompressible Navier-
Stokes equations:

ut + (u · ∇)u+∇p = µ∆u,

div u = 0. (INS)

Note that the above derivation of the incompressible Navier-Stokes equa-
tions is heuristic. A more formal derivation is based on non-dimensionalising
the compressible Navier-Stokes equations (CNS) by scaling it with the
Mach number

Ma =
u

a
,

and deriving the zero Mach number limit. Here, a is the speed of sound in
the fluid and is given by a2 = p

γρ
.
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2 The Incompressible Navier-Stokes
Equations

We recall from Chapter 1 that the incompressible Navier-Stokes equations
for a Newtonian fluid (INS) are given by

ut + (u · ∇)u+∇p = µ∆u, (2.1a)

div u = 0. (2.1b)

Here, d ∈ {2, 3}, µ ∈ R is the kinematic viscosity, u ∈ Rd and ∇p ∈ Rd are
vectors given by

u =


u1

u2
...
ud

 , ∇p =


∂x1p
∂x2p

...
∂xdp

 ,
div u and ∆u are the divergence and Laplacian respectively of the velocity
field u and are given by

div u =
d∑
j=1

∂u

∂xj
, ∆u =

d∑
j=1

∂2u

∂x2
j

,

the vector operator (u · ∇)u ∈ Rd is given by

(u · ∇)u =


∑d

i=1 ui∂xiu1∑d
i=1 ui∂xiu2

...∑d
i=1 ui∂xiud

 ,

and we have used the notation ut := ∂u
∂t

, ∂xip := ∂p
∂xi

and ∂xiuj :=
∂uj
∂xi

.
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We recall that the mass and momentum conservation equations of the com-
pressible Navier-Stokes equations (CNS) are given by

ρt + div(ρu) = 0,

(ρu)t + div(ρu⊗ u) +∇p = div
(
µ(∇u+ (∇u)T ) + λ div uI

)
.

The incompressible limit can then formally be obtained by scaling these
equations with the Mach number, deriving the zero Mach number limit,
and setting ρ ≡ 1.

Properties of the Incompressible Navier-Stokes Equations (2.1)

• Equation (2.1) is a non-linear partial differential equation with both
convective and diffusive terms.

• Equation (2.1) is a 2nd order PDE due to the presence of a diffusive
term.

• Solutions to Equation (2.1) satisfy a divergence constraint, that is,
div u = 0.

• Existence and uniqueness of solutions to Equation (2.1) in a com-
pletely general setting is an open question.

In order to analyse solutions to the incompressible Navier-Stokes equations,
we must supplement Equation (2.1) with appropriate initial and boundary
conditions. We therefore consider the following so-called initial boundary
value problem:

Initial Boundary Value Problem for Equation (2.1)

Let T ∈ (0,∞], d ∈ {2, 3} and let Ω ⊂ Rd be a bounded, open set with
smooth boundary ∂Ω, let u : [0, T ) × Ω → Rd be the unknown velocity
field and let u0 : Ω → Rd be a function. Then, consider the following
initial boundary value problem (IBVP) for the incompressible Navier-Stokes
equations (2.1)

ut + (u · ∇)u+∇p = µ∆u, for (t, x) ∈ (0, T )× Ω,

div u = 0, for (t, x) ∈ (0, T )× Ω,

u(0, x) = u0(x), for x ∈ Ω,

u(t, x) = 0, for (t, x) ∈ (0, T )× ∂Ω.

(2.2)
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Figure 2.1: An incomplete overview of various research directions and results for
the incompressible Navier-Stokes equations.

Question: Consider the IBVP (2.2) and let the initial function u0 be
smooth. Then does there exist a unique, global in time (i.e., T = ∞),
classical, i.e., at least twice-continuously differentiable solution to Equation
(2.2)?

Of course, the answer to this question is highly non-trivial. Indeed, the
Clay Mathematics Institute in May 2000, set this problem (for dimension
d = 3) as one of the seven Millennium Prize problems in mathematics. The
Institute offers a prize of US $1, 000, 000 to the first person providing a
solution to any one of four specific statements of the above problem. For
instance [Fef06],

Prove or give a counter-example of the following statement:

Take µ > 0 and d = 3. Let u0(x) be any smooth, divergence-free vector field
with the property that for any multi-index α and any constant K it holds
that

|∂αxu0(x)| ≤ Cα,K(1 + |x|)−K .

Then there exist infinitely smooth functions p := p(t, x) : R+×Rd → R and
u := u(t, x) : R+ × Rd → Rd satisfying the initial value problem (2.2) and
with the property that for all time t > 0 it holds that ‖u(·, t)‖L2.

Despite the difficulty of the problem and the lack of a complete solution,
there are, nevertheless, some partial answers to the question of global exis-

17
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tence and uniqueness of solutions to the incompressible Navier-Stokes equa-
tions. Figure 2.1 displays a broad (incomplete) overview of various research
directions and results. An concise review of the current state-of-the-art and
a list of references for further review can, for instance, be found in [Fef06].

2.1 Formal Calculations

Throughout this section, unless stated otherwise, we assume that all in-
volved functions exist and are sufficiently smooth so as to allow the neces-
sary manipulations.

2.1.1 Energy

Consider Equation (2.1a). We take the inner product with the function u
on both sides of the equation and integrate over the domain Ω to obtain∫

Ω

u · ut dx︸ ︷︷ ︸
(i)

+

∫
Ω

u ·
(
(u · ∇)u

)
dx︸ ︷︷ ︸

(ii)

+

∫
Ω

u · ∇p dx︸ ︷︷ ︸
(iii)

= µ

∫
Ω

u ·∆u dx︸ ︷︷ ︸
(iv)

.

We now consider each term (i)-(iv) separately:

(i)
∫

Ω

u · ut dx =
1

2

d

dt

∫
Ω

|u|2dx.

(ii) ∫
Ω

u ·
(
(u · ∇)u

)
dx =

∫
Ω

d∑
i=1

ui
( d∑
j=1

uj∂xjui
)
dx =

d∑
i,j=1

∫
Ω

uj ∂xjuiui︸ ︷︷ ︸
= 1

2
∂xj

(
|ui|2
)dx

=
1

2

d∑
i,j=1

∫
Ω

uj∂xj
(
|ui|2

)
dx

=︸︷︷︸
Integration

by parts

−1

2

d∑
i,j=1

∫
Ω

∂xj
(
uj|ui|2

)
dx = −1

2

∫
Ω

(div u)|u|2dx

=︸︷︷︸
Eq. (2.1b)

0.
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2.1. Formal Calculations

(iii)
∫

Ω

u · ∇p dx =︸︷︷︸
Integration

by parts

−
∫

Ω

(div u)p dx

=︸︷︷︸
Eq. (2.1b)

0.

(iv) µ

∫
Ω

u ·∆u dx =︸︷︷︸
Integration

by parts

−µ
∫

Ω

|∇u|2dx.

It therefore holds that
1

2

d

dt

∫
Ω

|u|2dx+ µ

∫
Ω

|∇u|2dx = 0, (2.3a)

and integrating Equation (2.3a) in time thus yields

1

2

∫
Ω

|u(t, x)|2dx+ µ

∫ t

0

∫
Ω

|∇u|2(s, x) dxds =
1

2

∫
Ω

|u0(t, x)|2dx. (2.3b)

Equation (2.3b) now implies that the total energy of the system is non-
increasing in time:

E(t) :=

∫
Ω

|u(t, x)|2dx ≤
∫

Ω

|u0(x)|2dx = E(0).

2.1.2 Pressure

Consider Equation (2.1a). We apply the divergence operator on both sides
of the equation to obtain

∂t (div u)︸ ︷︷ ︸
=0.

+ div
(
(u · ∇)u

)
+ ∆p = µ∆ (div u)︸ ︷︷ ︸

=0.

.

Equation (2.1b) implies that the velocity field vector is divergence-free, and
therefore

−∆p = div
(
(u · ∇)u

)
= div

(
div(u⊗ u)

)
. (2.4)

Equation (2.4) can be further simplified by observing that

div
(
(u · ∇)u

)
=

d∑
i,j=1

∂xj(ui∂xiuj) =
d∑

i,j=1

(
∂xj∂xi(uiuj)− ∂xj(uj∂xiui)

)
=

d∑
i,j=1

∂xj
(
∂xi(uiuj)

)
−

d∑
i,j=1

∂xj
(
uj∂xiui)

)
︸ ︷︷ ︸

=0 since div u=0.

,
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2.1. Formal Calculations

and therefore, the pressure field satisfies the following equation:

∆p = −
d∑

i,j=1

∂xj
(
∂xi(uiuj)

)
. (2.5)

Equation (2.5) is a Poisson equation for the pressure field. Since Equation
(2.5) is elliptic, this implies that the pressure field for the incompressible
Navier-Stokes equations is instantaneously determined by the velocity vec-
tor field and is no longer an independent variable. Of course, the solution
of Equation (2.5) will necessitate the imposition of suitable boundary con-
ditions.

2.1.3 Vorticity

We begin by defining the vorticity of a velocity vector field.

Definition 2.1 (Vorticity) Let T ∈ (0,∞], d ∈ {2, 3}, and let Ω ⊂ Rd be
a bounded, open set and let u : [0, T ) × Ω → Rd be a velocity vector field.
Then the vorticity ω of the velocity u is defined as ω = curlu. In particular

d = 2 =⇒ R 3 ω = curlu = ∂x1u2 − ∂x2u1,

d = 3 =⇒ R3 3 ω = curlu =

∂x2u3 − ∂x3u2

∂x3u1 − ∂x1u3

∂x1u2 − ∂x2u1

 .
Remark 2.2 Let, T ∈ (0,∞], let Ω ⊂ R be a bounded, open set and let
u : [0, T )× Ω→ R be a velocity scalar field. We define the rotated gradient
operator curlu as

curlu = ∇⊥u =

[
−∂x2u
∂x1u

]
.

Using the definition of the vorticity, it is possible to rewrite the incompress-
ible Navier-Stokes equation (2.1) as an equation involving the vorticity ω
of the velocity field:

Proposition 2.3 Consider the incompressible Navier-Stokes equation (2.1),
let d ∈ {2, 3}, let u : R+ × Rd → Rd be a strong solution to Equation (2.1)
and let ω = curlu be the vorticity. Then it holds that

d = 2 =⇒ ∂tω + (u · ∇)ω = µ∆ω, (2.6a)

d = 3 =⇒ ∂tω + (u · ∇)ω − (ω · ∇)u = µ∆ω. (2.6b)
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2.2. Leray-Hopf Solutions

Proof The proof is left as an exercise. �

We end this section by stating some remarks regarding Equations (2.6).

Remark 2.4 The two-dimensional vorticity equation (2.6a) is simply the
heat equation with an additional convective term, and further reduces to a
transport equation if the kinematic viscosity µ = 0. Therefore, classical
solutions of Equation (2.6a) satisfy both a maximum principle as well as Lp

bounds. In particular, for any p ∈ [1,∞), multiplying both sides of Equation
(2.6a) with ω · |ω|p−2 and integrating over the spatial domain yields the Lp-
estimate

‖ω(t, ·)‖Lp ≤ ‖ω(0, ·)‖Lp .

These bounds can be used to prove the existence of smooth solutions to
the incompressible Navier Stokes equation (2.2) in two spatial dimensions.
Unfortunately, the same strategy does not work in three spatial dimensions.
Indeed, the vortex-stretching term (ω·∇)u considerably complicates the anal-
ysis.

2.2 Leray-Hopf Solutions

The incompressible Navier-Stokes equations (2.1) have been extensively
studied and there exists a vast literature on results pertaining to existence,
uniqueness and regularity of both weak and strong solutions to these equa-
tions. Seminal contributions were first made by Jean Leray who, in [Ler34],
constructed a global (in time) weak solution and a local strong solution
of the IVP (2.2) in the special case Ω = R3. Furthermore, Heinz Hopf
proved in [Hop51], the existence of a global weak solution of the IBVP
(2.2) with bounded domain. Since then, several mathematicians have stud-
ied the uniqueness and regularity of such weak solutions but there still
remain many interesting open problems. In particular, the uniqueness and
regularity of so-called Leray-Hopf Solutions in three spatial dimensions is
currently unknown.

We begin by defining weak (distributional) solutions to the IBVP (2.2).
Informally,

• We say that the function u ∈ C2
(
[0, T )×Ω

)
is a classical solution to

IBVP (2.2) if it satisfies Equation (2.2) point-wise.

• We say that the weakly differentiable function u : [0, T )×Ω→ Rd is a
distributional solution to IBVP (2.2) if it satisfies Equation (2.2) in the
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2.2. Leray-Hopf Solutions

sense of distributions, i.e., Equation (2.2) holds after multiplication
with a suitable test function and integrating over space and time.

We now attempt to make these ideas more precise.

Let φ ∈ C∞c
(
[0,∞

)
×Ω;Rd) be a function with the property that div φ = 0.

Consider Equation (2.1a); we take the inner product with the function φ
on both sides of the equation and integrate over the domain [0, T ) × Ω to
obtain∫ ∞

0

∫
Ω

φ · ∂tu+ φ ·
(
(u · ∇)u

)
+ φ · ∇p dxdt = µ

∫ t

0

∫
Ω

φ ·∆u dxdt.

Then, using integration by parts and the fact that the test function φ van-
ishes at infinity, we obtain∫ ∞

0

∫
Ω

u ·∂tφ+
(
(u ·∇)φ

)
·u dxdt = µ

∫ t

0

∫
Ω

∇φ : ∇u dxdt−
∫

Ω

u0 φ(0, x)dx.

(2.7)

Definition 2.5 Let u : [0, T )×Ω→ Rd be a function with the property that
for all divergence-free test functions φ ∈ C∞c

(
[0,∞

)
× Ω;Rd) it holds that∫ ∞

0

∫
Ω

u·∂tφ+
(
(u·∇)φ

)
·u dxdt = µ

∫ t

0

∫
Ω

∇φ : ∇u dxdt−
∫

Ω

u0φ(0, x)dx.

Then we say that u solves the incompressible Navier-Stokes equation (2.1a)
in the sense of distributions.

Similarly, let φ̃ ∈ C∞c
(
Ω
)

be a scalar test function. Consider Equation

(2.1b); we multiply both sides of the equation with φ̃ and and integrate
over the spatial domain Ω to obtain∫

Ω

φ̃ div u dx = 0.

Once again, using integration by parts we obtain∫
Ω

u · ∇φ̃ dx = 0. (2.8)
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2.2. Leray-Hopf Solutions

Definition 2.6 Let u : [0, T )×Ω→ Rd be a function with the property that

for all scalar test functions φ̃ ∈ C∞c
(
Ω
)

it holds that∫
Ω

u · ∇φ̃ dx = 0.

Then we say that u is divergence-free in the sense of distributions.

Throughout this section, we will adopt the terminology that the divergence
of a vector field is always taken in the sense of distributions.

As an alternative to Definition 2.5, we also have the following definition of
distributional solutions to the incompressible Navier-Stokes equation (2.1a):

Definition 2.7 Let u : [0, T )×Ω→ Rd be a function with the property that
for all divergence-free test functions φ ∈ C∞c

(
(0,∞)× Ω;Rd

)
it holds that∫ ∞

0

∫
Ω

u · ∂tφ+ µ∇φ · ∇u+
(
(u · ∇)φ

)
· u dxdt = 0, (2.9)

and with the property that

lim
t→0+
‖u(t, x)− u0(x)‖L2 = 0.

Then we say that u solves the incompressible Navier-Stokes equation (2.1a)
in the sense of distributions.

We remark that the analysis of such weak solutions to Equation (2.1a)
presents two main difficulties: the non-linear nature of the convective term
and the divergence constraint on the velocity field.

2.2.1 Hodge Decomposition and Leray Projector

In this section, we will attempt to characterise a class of divergence-free
functions. We begin by defining some notation.

Let d ∈ {2, 3}, let Ω ⊆ Rd and let ν denote the unit outward normal vector
on the boundary ∂Ω. We denote by L2

σ(Rd) the set given by

L2
σ(Rd) =

{
u ∈ L2(Rd;Rd) : div u = 0

}
,

we denote by L2
σ(Td) the set given by

L2
σ(Td) =

{
u ∈ L2(Rd;Rd) : div u = 0,

∫
Td
u dx = 0

}
,
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2.2. Leray-Hopf Solutions

and we denote by L2
σ(Ω) the set given by

L2
σ(Ω) =

{
u ∈ L2(Rd;Rd) : u|Rd\Ω = 0, (div u)|Ω = 0, (u · ν)|∂Ω = 0

}
,

Theorem 2.8 (Helmholtz-Hodge Decomposition) Let d ∈ {2, 3}, let
Ω ⊆ Rd be either an open, bounded, simply connected, Lipschitz domain, the
Torus Td or the entire space Rd. Then the space of vector-valued, square
integrable functions L2(Ω;Rd) can be written as a direct sum. Indeed, if
d = 2 it holds that

L2(Ω;Rd) =
{
∇φ : φ ∈ H1(Ω)

}
⊕
{

(∇⊥ψ) : ψ ∈ L2(Ω), (∇⊥ψ) ∈ L2(Ω;Rd)
}
,

and if d = 3 it holds that

L2(Ω;Rd) =
{
∇φ : φ ∈ H1(Ω)

}
⊕
{

(curlψ) : ψ, (curlψ) ∈ L2(Ω;Rd)
}
.

In particular, let f ∈ L2(Ω;Rd) be any square-integrable vector field. Then
there exists a scalar field g ∈ H1(Ω) and a divergence-free vector field h ∈
L2(Ω;Rd) such that

f = ∇g + h,

and

‖f‖2
L2(Ω;Rd) = ‖∇g‖2

L2(Ω;Rd) + ‖h‖2
L2(Ω;Rd).

Proof We restrict ourselves to the case of a bounded domain Ω with d = 3.
The proof for the case Ω = Rd and Ω = Td or d = 2 is similar.

Let f ∈ L2(Ω;Rd) and let ν denote the unit outward normal vector at the
domain boundary ∂Ω. Consider the boundary value problem given by

∆g =

∈H−1(Ω)︷ ︸︸ ︷
div f on Ω,

∂g

∂ν
= f · n︸︷︷︸
∈H−1/2(Ω)

on ∂Ω.
(2.10)

Equation (2.10) is a Poisson equation with Neumann-type boundary con-
ditions. It can be shown using the theory of elliptic partial differential
equations (see, e.g., [Eva10, Chapter 6]) that this equation is well-posed
and has, up to an additive constant, a unique solution g ∈ H1(Ω).

Next, we define the vector field h ∈ L2(Ω;Rd) as

h := f −∇g.
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2.2. Leray-Hopf Solutions

Then, clearly
div h = div f −∆g = 0,

and so h is divergence-free. Note also that

h · ν = f · ν − ∂g

∂ν
= 0,

and therefore h ∈ L2
σ(Ω).

Next, observe that the orthogonality of ∇g and h in the L2 sense,∫
Ω

h · ∇gdx = −
∫

Ω

g div h dx = 0, (2.11)

also implies the norm equivalence.

We continue to prove the uniqueness of this decomposition. Let f1, f2 ∈
L2
σ(Ω) and let φ1, φ2 ∈ H1(Ω) be functions with the property that

div f1 = div f2 = 0 in Ω,

f1 · ν = f2 · ν = 0 on ∂Ω,

and with the property that

f = f1 +∇φ1 = f2 +∇φ2.

Then, it holds that
f1 − f2 = ∇(φ2 − φ1)

Multiplying both sides of the equation by f1 − f2 and integrating over the
domain Ω, we have∫

Ω

|f1 − f2|2dx =

∫
Ω

(f1 − f2) · ∇(φ2 − φ1)dx

=︸︷︷︸
Integration

by parts

−
∫

Ω

div(f1 − f2)︸ ︷︷ ︸
=0.

(φ2 − φ1)dx = 0.

It follows that f1 = f2 almost-surely and therefore φ1 = φ2 up to an additive
constant.

It remains to show that there exists a unique vector field ψ ∈ L2(Ω;Rd)
such that h = curlψ. In other words, it remains to show that h is a vector
potential. This follows from the Poincaré Lemma (see, e.g., [Spi65, Pg. 94-
96]). Incidentally, in a more general sense, this is a consequence of the fact
that the de Rham cohomology group of Ω is trivial in the second dimension.
The proof is thus complete. �
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We are now ready to define the so-called Leray Projector. For the sake of
simplicity, unless stated otherwise, we focus on bounded domains Ω but the
following definitions can also be extended to domains Ω = Rd or Ω = Td.

Definition 2.9 (Leray Projector) Let d ∈ {2, 3}, let Ω ⊆ Rd be a simply
connected Lipschitz domain and let P : L2(Ω;Rd)→ L2

σ(Ω) be an orthonor-
mal projection with the property that for all f ∈ L2(Ω;Rd) it holds that

Pf = P(∇g + h) = h,

where f = ∇g + h is the Helmholtz-Hodge decomposition of the function f .

Then we call P the Leray Projector.

Note that Theorem 2.8 clearly indicates that the Leray Projector is well
defined.

Remark 2.10 Consider the setting of Definition 2.9 and let the function
f ∈ L2(Ω;Rd) have the Helmholtz-Hodge decomposition given by f = ∇g+h
so that Pf = h. It then follows that

‖f‖2
L2(Ω;Rd) = ‖∇g‖2

L2(Ω;Rd) + ‖h‖2
L2(Ω;Rd)

=⇒ ‖Pf‖2
L2(Ω;Rd) = ‖h‖2

L2(Ω;Rd) ≤ ‖f‖
2
L2(Ω;Rd).

One can also show the following Sobolev bound:

‖Pf‖2
Wk,2(Ω;Rd) ≤ ‖f‖

2
Wk,2(Ω;Rd).

Furthermore, if the vector field f is divergence-free, then clearly g ≡ C,
where C ∈ R is some constant and therefore Pf = f , and the previous
inequalities become equalities.

Remark 2.11 Consider the setting of Definition 2.9, let Ω = Rd and let
the function f ∈ L2(Ω;Rd) have the Helmholtz-Hodge decomposition given
by f = ∇g + h. Then we recall that the function g satisfies the Poisson
equation

∆g = div f.

It therefore holds that
g = −G ∗ div f,

where G is the fundamental solution of the Laplacian. It follows that

f =Pf +∇g = Pf −∇G ∗ (div f)

=⇒ Pf = f +∇G ∗ (div f)

=⇒ P = I+∇(−∆)−1 div,
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where the last equation must be understood in the sense of pseudo-differential
operators. Denoting by ·̂, the Fourier transform, we obtain

(̂
Pφ
)
k
(ξ) = φ̂k(ξ)−

d∑
j=1

ξjξk
|ξ|2

φ̂j(ξ)

Based on the concepts developed thus far, we define notation for some
additional function spaces.

Definition 2.12 Let d ∈ {2, 3} and let Ω ⊆ Rd be a simply connected
Lipschitz domain. Then we denote by V the set defined as

V = {u ∈ C∞c (Ω;Rd) : div u = 0, }.

Definition 2.13 Let d ∈ {2, 3} and let Ω ⊆ Rd be a simply connected
Lipschitz domain. Then we denote by H the set defined as

H = V in L2(Ω;Rd).

It can be shown (see, e.g., [Tem01, Chapter 1, Theorem 1.4]) that H =
L2
σ(Ω).

Definition 2.14 Let d ∈ {2, 3} and let Ω ⊆ Rd be a simply connected
Lipschitz domain. Then we denote by V the set defined as

V = V in H1
0 (Ω;Rd).

Once again, it can be shown (see, e.g., [Tem01, Chapter 1, Theorem 1.6])
that V = H1

0 (Ω;Rd) ∩ L2
σ(Ω).

Finally, we conclude by noting that using the Leray Projector P, we can
rewrite Equation (2.1a) as

ut + P(u · ∇)u = µP∆u.

2.2.2 The Stokes Equations

Let d ∈ {2, 3}, let µ > 0, let Ω ⊆ Rd be an open, bounded set with twice-
continuously differentiable boundary ∂Ω, let f ∈ L2(Ω;Rd), let p : Ω → R
and let u : Ω→ Rd. Then the so-called Stokes equations (also known as the
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Stationary Navier-Stokes equations) with no-slip boundary conditions are
given by

−µ∆u+∇p = f in Ω,

div u = 0 in Ω,

u = 0 on ∂Ω.

(2.12)

Equation (2.12) can be reformulated as a variational problem. To this end,
assume that the functions u, p are smooth, let a := a(·, ·) : V × V → R be
a bilinear form with the property that for all u, v ∈ V it holds that

a(u, v) = µ

∫
Ω

∇u : ∇v dx,

and let ` : V → R be the bounded, linear functional defined for all v ∈ V
by

`(v) := (f, v) =

∫
Ω

f · v dx.

Then, multiplying Equation (2.12) with a test function v ∈ V and using
integration by parts, we obtain

a(u, v) = (f, v). (2.13)

Observe that each side of Equation (2.13) depends linearly and continuously
on v ∈ V . Therefore, by continuity, Equation (2.13) also holds for all test
functions v ∈ V where V is the closure of the space V in H1

0 (Ω;Rd).
Furthermore, since u is smooth by assumption and ∂Ω is C2-smooth, u ∈
H1

0 (Ω;Rd). Using the fact that u is divergence-free, we also have that
u ∈ V . We therefore have the following variational formulation of the
Stokes equation (2.12):

Find u ∈ V such that for all v ∈ V it holds that

a(u, v) = (f, v). (2.14)

The next proposition explores the connection between Equation (2.12) and
the weak formulation (2.14).

Proposition 2.15 Let d ∈ {2, 3}, let µ > 0, let Ω ⊆ Rd be an open,
bounded set with C2 boundary ∂Ω and let f ∈ L2(Ω;Rd). Then, the follow-
ing are equivalent:
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(i) There exists u ∈ V that satisfies the variational formulation (2.14).

(ii) There exists u ∈ H1
0 (Ω;Rd) that satisfies Equation (2.12) in the fol-

lowing weak sense:

There exists a scalar field p ∈ L2(Ω) such that

−µ∆u+∇p = f in Ω,

div u = 0 in Ω,

u = 0 on ∂Ω,

in the sense of distributions.

(iii) There exists u ∈ V with the property that

u = inf
v∈V

Φ(v) := inf
v∈V

(
a(v, v)− 2(f, v)

)
.

Proof The discussion preceding the proposition shows that (ii) =⇒ (i).

We next prove that (i) =⇒ (ii). Assume therefore that (i) holds. This
immediately implies that div u = 0 in Ω and furthermore that u|∂Ω = 0 in
the sense of traces. Moreover, it holds that

−µ∆u− f ∈ H−1(Ω;Rd),

and therefore for all v ∈ V it holds that〈
− µ∆u− f, v

〉
= 0,

where 〈·, ·〉 denotes the dual pairing in the space V .

Finally, applying Proposition A.19 to the function −µ∆u − f , we obtain
the existence of a scalar field p ∈ L2(Ω) with the property that

−µ∆u− f = −∇p.

Thus, (ii) holds.

We now prove that (iii) =⇒ (i). Note that for every v ∈ V and every
λ ∈ R it holds that

0 ≤ Φ(u+ λv)− Φ(u) = a(λv, λv) + 2λ
(
a(u, v)− (v, f)

)
= λ2a(v, v) + 2λ

(
a(u, v)− (v, f)

)
.

Clearly, λ2a(v, v) ≥ 0. Therefore, the above inequality holds for every v ∈ V
and for every λ ∈ R if and only if

a(u, v)− (f, v) = 0.
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This shows that (iii) =⇒ (i). Moreover, since the above steps are re-
versible, the converse is also true, which proves (i) =⇒ (iii). The proof is
complete. �

It now remains to discuss the existence of a unique weak solution to the
Stokes equation (2.12). In view of Proposition 2.15 it suffices to prove
existence of a unique solution to the variational problem (2.14). This is a
simple consequence of the Lax-Milgram Lemma A.20. Indeed, we have the
following existence and uniqueness result:

Theorem 2.16 (Weak Solution to Stokes Equation) There exists a
unique weak solution to the Stokes Equation (2.12) with no-slip boundary
conditions.

Proof The Poincaré Inequality A.2 implies that the continuous bilinear
form a : V × V → R is coercive. The Lax-Milgram lemma A.20 therefore
implies that there exists a unique solution u ∈ V to the variational problem
(2.14). Proposition 2.15 then implies the existence of a weak solution to
the Stokes Equation (2.12). �

We conclude this subsection by defining the so-called Stokes operator.

Definition 2.17 (Stokes operator) Let d ∈ {2, 3}, let Ω ⊆ Rd be a sim-
ply connected set with C2 boundary ∂Ω, let D(A) denote the set H2(Ω;Rd)∩
V , let P denote the Leray Projector and let A : D(A) ⊆ H → H be the op-
erator defined as

A := −P∆

Then we call A the Stokes operator.

Remark 2.18 The motivation for defining the Stokes operator comes from
the following observation. Consider the Stokes equation (2.12) given by

−µ∆u+∇p = f in Ω,

div u = 0 in Ω,

u = 0 on ∂Ω.

Applying the Leray Projector (c.f. Definition 2.9) to the first equation then
implies

− µP∆u = Pf

⇐⇒ u =
1

µ
(−P∆)−1Pf.
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2.2. Leray-Hopf Solutions

Therefore, the Stokes operator allows us to find a solution to the Stokes
equations.

We now discuss some properties of the Stokes operator.

Proposition 2.19 The Stokes operator is

• symmetric with respect to the L2 inner product, that is, for all u, v ∈
D(A),

(Au, v) = (u,Av),

• self-adjoint, that is, A = A∗ and D(A) = D(A∗).

Proof Recall that by the orthogonality of the Helmholtz-Hodge decompo-
sition, (2.11), ∫

Ω

Pu · v dx =

∫
Ω

u · Pv dx,

for any u, v ∈ H.

(i) Symmetry: Assume first that u, v ∈ V (that is, they are smooth,
vanish on the boundary and are divergence-free). Thus, Pu = u and
Pv = v and we compute, using integration by parts,

(Au, v) = −
∫

Ω

P∆u · v dx

= −
∫

Ω

∆u · Pv dx

= −
∫

Ω

∆u · v dx

=

∫
Ω

∇u : ∇v dx

= −
∫

Ω

u ·∆v dx

= −
∫

Ω

Pu ·∆v dx

= −
∫

Ω

u · P∆v dx = (u,Av).

In particular

(Au, v) =

∫
Ω

∇u : ∇v dx. (2.15)

31



2.2. Leray-Hopf Solutions

If u, v ∈ D(A) are arbitrary, we can approximate them in H1(Ω) by
functions in V . Passing to the limit in the approximations, we see
that (2.15) holds for all u, v ∈ D(A). As the right hand side of (2.15)
is symmetric in u, v, this proves the first part of the proposition.

(ii) Self-adjointness: Let u ∈ D(A). By definition that means that there
exists f ∈ H such that for all v ∈ D(A),

(Av, u) = (v, f).

Since f ∈ L2(Ω), we can find, by Theorem 2.16, ũ, p, with ũ ∈ D(A)
such that Aũ = f . If we can show that u = ũ, we are done. To do
so, consider for arbitrary g ∈ H the inner product (g, u − ũ). Using
Theorem 2.16 once more, we can find v ∈ D(A) solving Av = g.
Hence,

(g, u−ũ) = (Av, u)−(Av, ũ) = (v, f)−(v,Aũ) = (v, f)−(v, f) = 0,

where we used the symmetry of the Stokes operator for the second
equality. �

Theorem 2.20 The inverse Stokes operator A−1 : H→ D(A) is a bounded,
compact, self-adjoint operator.

Proof See Theorem 2.1 in [Tem01, Chapter 1] and also the comments in
[Tem01, Chapter 1, Section 2.6]. �

Theorem 2.20 allows us to apply the spectral theorem for compact self-
adjoint operators [Con13, Chapter 2, Theorem 5.1] to the inverse Stokes
operator A−1. Indeed, we have the following result:

Theorem 2.21 Let d ∈ {2, 3}, let Ω ⊆ Rd be a simply connected set with
C2 boundary ∂Ω, let A : D(A) ⊆ H →⊆ H be the Stokes operator and let
A−1 : H → D(A) be the inverse Stokes operator. Then there exist positive
eigenvalues {µj}j∈N of the inverse Stokes operator A−1 such that µ1 ≥ µ2 ≥
. . . ≥ µj ≥ µj+1 ≥ . . . and there exist eigenvectors {wj}j∈N of the inverse
Stokes operator A−1 such that {wj}j∈N form an orthonormal basis of H.

Proof The proof follows from a simple application of the spectral theorem
for compact self-adjoint operators. A detailed argument can be found in
Theorem 5.1 and Corollary 5.4 in [Con13, Chapter 2]. �
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2.2. Leray-Hopf Solutions

Theorem 2.21 results in the following important corollary.

Corollary 2.22 Consider the setting of Theorem 2.21 and for all j ∈ N,
let λj = 1

µj
. Then,

(i) for all j ∈ N it holds that

Awj = λjwj,

(ii) it holds that

0 < λ1 ≤ λ2 ≤ . . . ≤ λj ≤ λj+1 ≤ . . . ,

(iii) and we have the limit
lim
j→∞

λj =∞.

Remark 2.23 In addition, it can also be shown (see, for example, [Tem01,
Chapter 1, Section 2.6]) that if the domain Ω has boundary ∂Ω of class Cγ+2

for some γ ≥ 0, then the eigenvectors {wj}j∈N ⊆ Hγ+2(Ω;Rd).

Finally, we note that if the domain Ω = Rd or the torus Ω = Td, then the
Leray Projector P and the Laplacian ∆ commute.

2.2.3 Leray-Hopf Solutions of the Incompressible Navier-Stokes
Equations

We now consider the case of the full incompressible Navier-Stokes equations.
We begin by defining and recalling some notation. Throughout this section,
let d ∈ {2, 3} and let Ω ⊆ Rd be an open, bounded, simply connected
domain with smooth boundary ∂Ω. Then we denote by V the set given by

V =
{
φ ∈ C∞c

(
Ω;Rd

)
: div φ = 0

}
.

We recall that we denote by H the set given by

H = L2
σ(Ω),

and we denote by V the set given by

V = H1
0 (Ω;Rd) ∩ L2

σ(Ω).
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2.2. Leray-Hopf Solutions

Definition 2.24 (Leray-Hopf Solutions) Let u0 ∈ H be a vector field
and let

u ∈ L∞loc
(
[0,∞), L2

σ(Ω)
)
∩ L2

loc

(
[0,∞), H1

0 (Ω;Rd)
)

be a vector field with the property that u is divergence-free in the sense of
distributions (2.8), that is, for all ψ ∈ C∞c

(
Ω
)

it holds that∫
Ω

u · ∇ψ dx = 0,

and with the property that u solves the incompressible Navier-Stokes equa-
tions (2.1a) in the sense of distributions, specifically, for all divergence-free
test functions φ ∈ C∞c ((0,∞)× Ω) it holds that∫ ∞

0

∫
Ω

u · ∂tφ+ µ∇φ · ∇u+
(
(u · ∇)φ

)
· u dxdt = 0,

and additionally it holds that

lim
t→0+
‖u(t, x)− u0(x)‖L2 = 0.

Then, we say that u is a weak solution of the IBVP (2.2) and we term u a
Leray-Hopf solution to the incompressible Navier-Stokes equations.

We now state the main existence theorem for the incompressible Navier-
Stokes equations (2.1).

Theorem 2.25 (Leray-Hopf [Ler34, Hop51]) Let d ∈ {2, 3}, let Ω ⊆
Rd be an open, bounded set with smooth boundary ∂Ω and let u0 ∈ H. Then
there exists at least one global in time, weak (Leray-Hopf) solution of the
IBVP (2.2) for the incompressible Navier-Stokes equation with initial datum
u0. Furthermore, the weak solution u satisfies for every t > 0 the following
energy inequality:

‖u(t)‖2
L2 + 2µ

∫ t

0

‖∇u(s)‖2
L2ds ≤ ‖u0‖2

L2 , (2.16)

and in addition it holds that

d = 2 : ∂tu ∈ L2
loc

(
[0,∞);H−1(Ω)

)
,

d = 3 : ∂tu ∈ L
4/3
loc

(
[0,∞);H−1(Ω)

)
.

(2.17)
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2.2. Leray-Hopf Solutions

Remark 2.26 In view of Morrey’s inequality A.5, Equations (2.17) imply
weak continuity in time of the Leray-Hopf solution u. Indeed, Morrey’s
inequality implies that

W 1,p(R) ⊂ Cαp(R) where αp =
p− 1

p

=⇒ u ∈ Cαd
loc

(
[0,∞);H−1(Ω)

)
,

with

αd =

{
1/2 for d = 2,
1/4 for d = 3.

In order to prove Theorem 2.25, we define the following two bilinear and
one trilinear form and prove that they satisfy certain properties.

Definition 2.27 Let (·, ·) : L2(Ω;Rd) × L2(Ω;Rd) → R be a bilinear form
with the property that for all u, v ∈ L2(Ω;Rd) it holds that

(u, v) =

∫
Ω

u · v dx.

Definition 2.28 Let a := a(·, ·) : H1
0 (Ω;Rd)×H1

0 (Ω;Rd)→ R be a bilinear
form with the property that for all u, v ∈ H1

0 (Ω;Rd) it holds that

a(u, v) = µ

∫
Ω

∇u : ∇v dx.

Definition 2.29 Let b := b(·, ·, ·) : V ×V ×V → R be a trilinear form with
the property that for all u, v, w ∈ V it holds that

b(u, v, w) :=
〈
B(u, v)︸ ︷︷ ︸
∈V ∗

, w
〉

=

∫
Ω

(
(u · ∇)v

)
· w dx.

Note that the trilinear form b is bounded in V ×V ×V . Indeed, let u, v, w ∈
V . Then it holds that∣∣∣ ∫

Ω

(
(u · ∇)v

)
· w dx

∣∣∣ ≤︸︷︷︸
Hölder’s inequality

‖u‖L4‖w‖L4‖∇v‖L2

≤︸︷︷︸
Ladyzh-
enskaya’s
inequality

C‖u‖
1/2

L2‖∇u‖
1/2

L2‖w‖
1/2

L2‖∇w‖
1/2

L2‖∇v‖L2 for d = 2

C‖u‖1/4L2‖∇u‖
3/4

L2‖w‖
1/4

L2‖∇w‖
3/4

L2‖∇v‖L2 for d = 3.

≤︸︷︷︸
Poincaré inequality

C̃‖∇u‖L2‖∇w‖L2‖∇v‖L2 .
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2.2. Leray-Hopf Solutions

Therefore, b is a continuous, trilinear operator on V × V × V .

Next, we state and prove two useful following lemmas regarding the trilinear
form b.

Lemma 2.30 For all u ∈ V and for all v ∈ H1
0 it holds that

b(u, v, v) = 0.

Proof Assume first u ∈ V and v ∈ C∞c (Ω). Then we have, by definition,

b(u, v, v) =

∫
Ω

(
(u · ∇)v

)
· v dx =

1

2

∫
Ω

u · ∇|v|2dx =︸︷︷︸
Integration

by parts

−1

2

∫
Ω

div u|v|2 dx

=︸︷︷︸
u∈V

0.

The general case follows by approximating u ∈ V and v ∈ H1
0 (Ω) by smooth

functions in V and C∞c (Ω) respectively, and then using the density of V in
V and C∞c (Ω) in H1

0 (Ω). �

Lemma 2.31 For all u ∈ V and v, w ∈ H1
0 (Ω), it holds that

b(u, v, w) = −b(u,w, v).

Proof Assume first u ∈ V and v, w ∈ C∞c (Ω). Then we have, by definition,

b(u, v, w) =

∫
Ω

(
(u · ∇)v

)
· w dx =

d∑
i,j=1

∫
Ω

ui∂ivjwj dx

=︸︷︷︸
Integration

by parts

−
d∑

i,j=1

∫
Ω

(∂iuivjwj + uivj∂iwj) dx

= −
∫

Ω

div u︸ ︷︷ ︸
=0

(v · w) dx−
∫

Ω

(
(u · ∇)w

)
· v dx

= −b(u,w, v).

The general case follows by approximating u ∈ V and v, w ∈ H1
0 (Ω) by

smooth functions in V and C∞c (Ω) respectively, and then using the density
of V in V and C∞c (Ω) in H1

0 (Ω). �
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Now, using the bilinear and trilinear forms we have just defined, we can
state the following variational formulation of the incompressible Navier-
Stokes equations (2.1) with initial datum u0.

For T > 0, find u : [0, T ]→ V such that for all v ∈ V and for almost every
t ∈ [0, T ] it holds that

d

dt
(u(t), v) + b(u(t), u(t), v) + a(u(t), v) = 0,

u(0) = u0 in the L2 sense.
(2.18)

Proof (of Theorem 2.25) The following proof is based on the Galerkin
method, i.e., by considering finite dimensional subspaces of V and H. An
alternative approach is to use mollifications of the involved functions (see
e.g., [MB02, Chapter 3]), or use time discretisation after determining solu-
tions to the steady-state problem (see, e.g., [Tem01, Chapter 3]).

We divide the proof in a series of steps.

Step 1
We recall that by Corollary 2.22, there exists an orthonormal basis of
the space H consisting of eigenfunctions {wn}n∈N of the Stokes operator
A : D(A) ⊆ H →⊆ H.

We therefore define the space Vm = span{w1, . . . , wm} so that for all m ∈ N
it holds that

Vm ⊂ Vm+1 ⊆ V.

Next, let T ∈ (0,∞) and for each m ∈ N, let um(t) :=
∑m

i=1 gi,m(t)wi be
the function with the property that for all v ∈ Vm and for a.e. t ∈ [0, T ] it
holds that

d

dt
(um(t), v) + b(um(t), um(t), v) + a(um(t), v) = 0, (2.19)

um(0) = u0,m := Pmu0,

where gi,m : [0, T ]→ R, i ∈ {1, . . . ,m},m ∈ N are real-valued functions and
Pm : H → Vm is the orthogonal projection in H on to Vm.

Of course, the existence of such functions um,m ∈ N for all t ∈ [0, T ] is
not a priori clear. In order to prove that such functions do indeed exist, let
m ∈ N, let v = wj for some j ∈ {1, . . . ,m} and expand Equation (2.19) in
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2.2. Leray-Hopf Solutions

terms of the basis functions {wi}mi=1:

d

dt
(um(t), v) + b(um(t), um(t), v) + a(um(t), v) = 0

=⇒ d

dt

m∑
i=1

gi,m(t)(wi, wj) +
m∑

i,k=1

gi,m(t)gk,m(t)b(wi, wk, wj)

+
m∑
i=1

gi,m(t)a(wi, wj) = 0. (2.20)

Observe that by the orthogonality of the eigenvectors {wn}n∈N, for all i, j ∈
{1, . . . ,m} it holds that

(wi, wj) = δij and a(wi, wj) = λiδij.

Next, for all i, j ∈ {1, . . . ,m} let βikj := b(wi, wk, wj). Equation (2.20) then
reduces to

g′j,m(t) +
m∑

i,k=1

gi,m(t)gk,m(t)βikj + gj,m(t)λj = 0. (2.21)

Equation (2.21) is a system of non-linear, locally Lipschitz differential equa-
tions for the functions gi,m, i ∈ {1, . . . ,m}. We can supplement this system
of ODEs with initial conditions by setting for all i ∈ {1, . . . ,m}

gi,m(0) = u
(i)
0,m

where u
(i)
0,m is the ith component of the initial datum u0,m.

Standard existence and uniqueness results for ODEs then imply that there
exists some tm ∈ (0,∞] such that this initial value problem has a unique
solution on the time interval [0, tm). This proves the (local) existence of the
function um.

Remark 2.32 Thus far, for every m ∈ N, we have only proved local ex-
istence of the solution um on the open time interval (0, tm). For each
m ∈ N, if we can show that the solution does not suffer from blow-up,
i.e., limt→t−m |um(t)| 6= ∞, then, for all m ∈ N, we will have existence of
solutions um on the closed interval [0, T ]. We will use a priori estimates to
show that the solution indeed does not suffer from blow-up.
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Step 2
Let m ∈ N and let um be defined as above. Consider the system of dif-
ferential equations (2.19) and for each t ∈ [0, tm), let v = um(t). For all
t ∈ (0, tm) it then holds that(

∂

∂t
um(t), um(t)

)
+ b
(
um(t), um(t), um(t)

)
+ a
(
um(t), um(t)

)︸ ︷︷ ︸
=µ‖∇um(t)‖2

L2

= 0.

Lemma 2.31, which states that the trilinear form b is skew-symmetric im-
plies that for every t ∈ [0, tm), we have

b
(
um(t), um(t), um(t)

)
= 0.

We therefore obtain that for all t ∈ [0, tm)

1

2

d

dt
‖um(t)‖2

L2 + µ‖∇um(t)‖2
L2 = 0,

and integrating in time, we obtain that for all t ∈ [0, tm) it holds that

‖um(t)‖2
L2 + 2µ

∫ t

0

‖∇um(s)‖2
L2 ds = ‖u0,m‖2

L2 ≤ ‖u0‖2
L2 . (2.22)

Hence, for all t ∈ [0, tm), ‖um(t)‖2
L2 is bounded by ‖u0‖2

L2 . This in turn
implies that

lim
t→t−m
‖um(t)‖L2 = K <∞.

Note also that by definition for all t ∈ [0, tm) it holds that

‖um(t)‖2
L2 =

m∑
i,j=1

gi,mgj,m(wi, wj) =
m∑
i=1

g2
i,m,

This implies that the gi,m stay bounded uniformly in t and hence, solutions
to the ODE (2.21) do not suffer from blow-up. Therefore, for any arbitrary
T > 0 we may set tm = T . It follows from (2.22) that for all T > 0,

Hence, solutions to the ODE (2.21) do not suffer from blow-up and there-
fore, for any arbitrary T > 0 we may set tm = T . It follows that for all
T > 0 it holds that
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sup
s∈[0,T ]

‖um(s)‖2
L2 ≤ ‖u0,m‖2

L2 ≤ ‖u0‖2
L2 , (B1)

and therefore the sequence of functions {um}m∈N is (uniformly inm) bounded
in L∞

(
[0, T ];H

)
.

Similarly, we obtain from (2.22) that for all T > 0

2µ

∫ T

0

‖∇um(s)‖2
L2 ds ≤ ‖u0‖2

L2 , (B2)

and therefore the sequence of functions {um}m∈N is (uniformly inm) bounded
in L2

(
[0, T ];V

)
.

Finally, in view of (B1) and (B2) we can use the Banach-Alaoglu theorem
A.10 to obtain the existence of a subsequence {umj}j∈N and a function
u ∈ L∞

(
[0, T ];H

)
∩ L2

(
[0, T ];V

)
with the property that

umj
∗
⇀ u in L∞

(
[0, T ];H

)
as j →∞,

umj ⇀ u in L2
(
[0, T ];V

)
as j →∞.

Notice that these convergence results hold for any T > 0 finite, since our
choice of T was independent of the parameters.

Throughout the remainder of this proof, we will for simplicity relabel the
subsequence {umj}j∈N as {um}m∈N.

Step 3
Our goal is to show that the limiting function u is a weak solution of Navier-
Stokes equation and in particular satisfies (2.9) for all test functions in
C∞c (0,∞;V). We therefore consider the variational formulation (2.19) for
um and analyze what happens to the various terms when we pass to the
limit m → ∞. As we are in the end interested in distributional solutions
to the Navier-Stokes equations, we test, instead of testing with a function
vm ∈ Vm, with an arbitrary test function

φ(t) = η(t)v(x), η ∈ C∞c ((0,∞)), v ∈ V . (2.23)

Using that Pmv ∈ Vm, we obtain from the finite dimensional problem (2.19)
the following expression:
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∫ ∞
0

(
∂tum(t), φ(t)

)
dt︸ ︷︷ ︸

(v)

+

∫ ∞
0

b
(
um(t), um(t), φ(t)

)
dt︸ ︷︷ ︸

(vi)

+

∫ ∞
0

a
(
um(t), φ(t)

)
dt︸ ︷︷ ︸

(i)

=

∫ ∞
0

(
∂tum(t), φ(t)− Pmφ(t)

)
dt︸ ︷︷ ︸

(ii)

+

∫ ∞
0

b
(
um(t), um(t), φ(t)− Pmφ(t)

)
dt︸ ︷︷ ︸

(iii)

+

∫ ∞
0

a
(
um(t), φ(t)− Pmφ(t)

)
dt︸ ︷︷ ︸

(iv)

. (2.24)

We utilize the weak and weak*-convergence of the sequence {um}m∈N to
analyze the limits of each of the terms in (2.24) as m→∞.

(i)
∫ ∞

0

a
(
um(t), φ(t)

)
dt = µ

∫ ∞
0

η(t)

∫
Ω

∇um(t) : ∇v(t) dxdt

m→∞→ µ

∫ ∞
0

η(t)

∫
Ω

∇u(t) : ∇v(t) dxdt =

∫ ∞
0

a
(
u(t), φ(t)

)
dt,

since∇um ⇀ ∇u in L2((0, T )×Ω) for any T > 0, and η(t) has compact
support.

(ii) Due to orthogonality of the Stokes eigenfunctions, it holds that∫
Ω

v · Pmw dx =

∫
Ω

Pmv · w dx, v, w ∈ H. (2.25)

Hence,∫ ∞
0

(
∂tum(t), φ(t)− Pmφ(t)

)
dt =

∫ ∞
0

(∂tum(t), v − Pmv) η(t) dt = 0.

(iii)
∣∣∣ ∫ ∞

0

b
(
um(t), um(t), φ(t)− Pmφ(t)

)
dt
∣∣∣

=
∣∣∣ ∫ ∞

0

|η(t)|
∫

Ω

(
(um(t) · ∇)um(t)

)
·
(
v − Pmv

)
dxdt

∣∣∣
Lem. 2.31

=
∣∣∣ ∫ ∞

0

|η(t)|
∫

Ω

((um(t) · ∇) (v − Pmv)) · um(t) (v − Pmv) dxdt
∣∣∣

≤︸︷︷︸
Hölder’s

inequality

∫
supp(η)

‖um(t)‖2
L4‖∇(φ(t)− Pmφ(t))‖L2 dt

41



2.2. Leray-Hopf Solutions

Let T such that supp(η) ∈ (0, T ). Applying now Ladyzhenskaya’s
inequality, Theorem A.4, to ‖um‖L4(Ω), and using (B1) and (B2) with
Hölder’s inequality for p = 4/d and q = 4/(4− d), we obtain that∣∣∣ ∫ ∞

0

b
(
um(t), um(t), φ(t)− Pmφ(t)

)
dt
∣∣∣

≤ C

∫ T

0

‖∇um‖
d/2

L2‖um(t)‖2−d/2
L2 ‖∇(φ− Pmφ)‖L2 dt

≤︸︷︷︸
(B1)

C

∫ T

0

‖∇um(t)‖d/2L2‖∇(φ− Pmφ)‖L2 dt

≤︸︷︷︸
Hölder

C‖∇um‖
d/2

L2((0,T )×Ω)

(∫ T

0

‖∇(φ(t)− Pmφ(t))‖
4

4−d
L2 dt

) 4−d
4

≤︸︷︷︸
(B2)

C‖∇(φ− Pmφ)‖L4/(4−d)((0,∞);L2(Ω)),

and since {wm}m∈N ⊆ H is an orthonormal basis of H and φ ∈
C∞c ((0,∞);V), it holds that∫ ∞

0

‖φ(t)− Pmφ(t)‖
4

4−d
H1

0 (Ω)
dt

m→∞−→ 0

and thus

lim
m→∞

∣∣∣∣∫ ∞
0

b
(
um(t), um(t), φ(t)− Pmφ(t)

)
dt

∣∣∣∣ = 0.

(iv) This term is bounded in a similar way as term (iii):∣∣∣∣∫ ∞
0

a
(
um(t), φ(t)− Pmφ(t)

)
dt

∣∣∣∣ = µ

∫ ∞
0

∫
Ω

∇um : ∇(φ− Pmφ) dxdt

Hölder

≤ µ‖∇um‖L2((0,T )×Ω)‖∇(φ− Pmφ)‖L2((0,T )×Ω)

(B2)

≤ C‖∇(φ− Pmφ)‖L2((0,T )×Ω)

m→∞−→ 0.

(v) We integrate by parts in time and use that η is compactly supported
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and um ⇀ u in L2((0, T )×Ω) for any T > 0 when we pass to the limit:∫ ∞
0

(
∂tum(t), φ(t)

)
dt =−

∫ ∞
0

η′(t)

∫
Ω

um(t)v(x) dx dt

m→∞−→ −
∫ ∞

0

η′(t)

∫
Ω

u(t)v(x) dx dt

=−
∫ ∞

0

(u(t), ∂tφ(t)) dt.

(vi) If we can show that the term
∫∞

0
b(um, um, φ)dt converges to

∫∞
0
b(u, u, φ)dt,

we have proven that the limit u satisfies (2.9) for test functions of the
form (2.23). Unfortunately, this term is nonlinear and therefore the
weak convergence of {um}m∈N is not sufficient to guarantee conver-
gence to

∫∞
0
b(u, u, φ)dt as for instance Example A.14 shows. So we

need compactness in a stronger topology to be able to conclude. It
turns out that strong convergence in L2((0, T ) × Ω) is enough as the
following argument shows:

Adding and subtracting, the term (vi) can be rewritten as (we assume
that η(t) has support in (0, T ))∫ ∞

0

b
(
um(t), um(t), φ(t)

)
dt

Lem. 2.31
= −

∫ ∞
0

b
(
um(t), φ(t), um(t)

)
dt

= −
∫ T

0

∫
Ω

(
(um(t) · ∇)φ(t)

)
· um(t) dxdt

= −
∫ T

0

∫
Ω

(
(um(t)− u(t) · ∇)φ(t)

)
· (um(t)− u(t)) dxdt

−
∫ T

0

∫
Ω

(
((um(t)− u(t)) · ∇)φ(t)

)
· u(t) dxdt

−
∫ T

0

∫
Ω

(
(u(t) · ∇)φ(t)

)
· (um(t)− u(t)) dxdt

−
∫ T

0

∫
Ω

(
(u(t) · ∇)φ(t)

)
· u(t) dxdt.

We consider each term separately. The second and third term on
the right hand side converge to zero as m → ∞ due to the weak
convergence of um ⇀ u. The last term is what we would like to have,
so let us show that also the first term goes to 0 as m→∞ if we assume
that um → u in L2((0, T )× Ω).
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∣∣∣∣∫ T

0

∫
Ω

(
(um(t)− u(t) · ∇)φ(t)

)
· (um(t)− u(t)) dxdt

∣∣∣∣
≤︸︷︷︸

Hölder’s
inequality

∫ T

0

‖um(t)− u(t)‖2
L4‖∇φ(t)‖L2 dt,

≤
∫ T

0

‖um(t)− u(t)‖2−d/2
L2 ‖∇(um(t)− u(t))‖d/2L2‖∇φ(t)‖L2 dt,

where the last inequality follows from Ladyzhenskaya’s inequality. We
can then use the triangle inequality to obtain∣∣∣∣∫ T

0

∫
Ω

(
(um(t)− u(t) · ∇)φ(t)

)
· (um(t)− u(t)) dxdt

∣∣∣∣
≤
∫ T

0

‖um(t)− u(t)‖2−d/2
L2

(
‖∇um(t)‖L2 + ‖∇u(t))‖L2

)d/2‖∇φ(t)‖L2 dt

≤ ‖um − u‖2−d/2
L2((0,T )×Ω) (‖∇um‖L2 + ‖∇u‖L2)

d/2 ‖∇φ‖L∞(0,T ;L2(Ω))

(B2)

≤ C‖um − u‖2−d/2
L2((0,T )×Ω)‖∇φ‖L∞(0,T ;L2(Ω))

Therefore, under the assumption that the sequence um → u in the strong
L2
(
[0, T ]×Ω

)
sense, the above term also converges to zero. We can therefore

conclude that for all φ = ηv as in (2.23), it holds that

lim
m→∞

∫ ∞
0

b(um(t), um(t), φ(t)) dt =

∫ ∞
0

b(u(t), u(t), φ(t)) dt.

Thus, Equation (2.24) implies that if the sequence um → u in the strong
L2
(
[0, T ]× Ω

)
sense then for it holds that∫ T

0

(
∂tu(t), φ(t)

)
+ b
(
u(t), u(t), φ(t)

)
+ a
(
u(t), φ(t)

)
dt = 0,

for φ of the form (2.23). The general case for φ ∈ C∞c (0,∞;V) follows by
standard results on approximation of functions.

Step 4
To show that um → u in L2((0, T ) × Ω), we use the Aubin-Lions lemma
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A.17. We note that for X = V and Y = H, assumption (A1) of the lemma
is already satisfied. We now show that (A2) is satisfied for Z = H−1(Ω),
q = pd, where pd = 4/d for d = 2, 3, that is,

∂tum ∈ Lpd
(
0, T,H−1(Ω)

)
uniformly in m ∈ N,

where pd = 2 for d = 2 and pd = 4/3 for d = 3.

We recall from the finite dimensional variational formulation (2.19) that∫ ∞
0

(
∂tum(t), φ(t)

)
dt =−

∫ T

0

b
(
um(t), um(t),Pmφ(t)

)
dt

−
∫ T

0

a
(
um(t),Pmφ(t)

)
dt.

Since um satisfies the conditions (B1) and (B2) for every m ∈ N, it therefore
holds that the two terms on the right side of the equation are bounded in
Lpd
(
0, T,H−1(Ω)

)
. Specifically, observe that for all φ ∈ (Lpd(0, T ;H−1(Ω))

∗
=

Lp
′
d(0, T ;H1

0 (Ω)), where p′d = pd/(pd − 1), it holds that∣∣∣∣∫ T

0

a(um(t),Pmφ(t))dt

∣∣∣∣ =

∣∣∣∣µ∫ T

0

∫
Ω

∇um : ∇Pmφ dxdt
∣∣∣∣

≤ µ‖∇um‖L2((0,T )×Ω)‖∇Pmφ‖L2((0,T )×Ω)

≤ µ‖∇um‖L2((0,T )×Ω)‖∇Pφ‖L2((0,T )×Ω)

≤ µ‖∇um‖L2((0,T )×Ω)‖φ‖L2(0,T ;H1
0 (Ω)),

where we have used that the eigenfunctions of the Stokes operator are or-
thogonal for the second inequality and Remark 2.10 for the third. Using
the bound (B2), we then obtain∣∣∣∣∫ T

0

a(um(t),Pmφ(t))dt

∣∣∣∣ ≤ C‖φ‖L2(0,T ;H1
0 (Ω))

≤ C‖φ‖
L
p′
d (0,T ;H1

0 (Ω))
.

We proceed to estimating the other term.∣∣∣∣∫ T

0

b
(
um(t), um(t),Pmφ(t)

)
dt

∣∣∣∣ =

∣∣∣∣∫ T

0

∫
Ω

((um · ∇)um) · Pmφ dxdt
∣∣∣∣

Lem.2.31
=

∣∣∣∣∫ T

0

∫
Ω

((um · ∇Pmφ)) · um dxdt
∣∣∣∣

≤
∫ T

0

‖um(t)‖2
L4‖∇Pmφ‖L2 dt.
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Now we apply Ladyzhenskaya’s inequality to the last expression to obtain
that for d ∈ {2, 3}∫ T

0

‖um(t)‖2
L4‖∇Pmφ‖L2 dt

≤ C

∫ T

0

‖um(t)‖2−d/2
L2 ‖∇um(t)‖d/2L2‖∇Pmφ‖L2 dt

≤ C‖um(t)‖2−d/2
L∞(0,T ;L2(Ω))

∫ T

0

‖∇um(t)‖d/2L2‖∇Pφ‖L2 dt

(B1)

≤ C

∫ T

0

‖∇um(t)‖d/2L2‖∇Pφ‖L2 dt

Hölder

≤ C‖∇um(t)‖d/2L2((0,T )×Ω)‖∇Pφ‖L4/(4−d)(0,T ;L2(Ω))

(B2)

≤ C‖∇Pφ‖
L
p′
d (0,T ;L2(Ω))

≤ C‖φ‖
L
p′
d (0,T ;H1

0 (Ω))

It therefore follows that

∂tum ∈ Lpd
(
0, T,H−1(Ω)

)
,

where pd = 4/d. Combining this with (B1) and (B2), the assumptions of
the Aubin-Lions lemma A.17 are satisfied and we conclude that um → u in
L2((0, T )× Ω) up to a subsequence.

Finally, we note that in view of Remark 2.26 which implies weak continuity
of the solution u, for all Lebesgue points it holds that

lim
m→∞

∫
Ω

um(t)φ dx =

∫
Ω

u(t)φ dx uniformly in t ∈ [0, T ].

Step 5
Note that since um ∈ Vm ⊂ V , we have div um(t) = 0 for any m and
therefore using the weak continuity, we have for any test function ϕ ∈
C∞c (Ω)

0 = lim
m→∞

∫
Ω

∇ϕ · um(t) dx =

∫
Ω

∇ϕ · u(t) dx.

In particular, the limit function u is divergence free in the sense of distri-
butions.

In order to conclude this proof we must show that the solution u satisfies
the energy inequality, and we must show that the solution u attains the
initial value in the L2 sense.
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Step 6
First, observe that by the properties of weak convergence, Theorem A.13,
we have ∫ t

0

‖∇u(s)‖2
L2 ds ≤ lim inf

m→∞

∫ t

0

‖∇um(s)‖2
L2 dx,

and furthermore for a.e. t ∈ [0, T ],

‖u(t)‖2
L2 ≤ lim sup

m→∞
‖um(t)‖2

L2 .

Since
lim sup(am + bm) ≥ lim sup am + lim inf bm,

we conclude, using Equation (2.22) that for a.e. t ∈ [0, T ] it holds that

‖u(t)‖2
L2 + 2µ

∫ t

0

‖∇u(s)‖2
L2 ds ≤ ‖u0‖2

L2 .

Step 7
Finally, in order to prove that the solution u attains the initial value in the
L2 sense, observe that the weak continuity of u implies that

‖u0‖2
L2 ≤ lim inf

t→0+
‖u(t)‖2

L2 .

Moreover, the energy inequality implies that

lim sup
t→0+

‖u(t)‖2
L2 ≤ ‖u0‖2

L2 ,

and therefore

lim
t→0+
‖u(t)‖2

L2 = ‖u0‖2
L2 .

Thus, it holds that

lim
t→0+
‖u(t)− u0‖2

L2 = lim
t→0+

(
‖u(t)‖2

L2︸ ︷︷ ︸
→‖u0‖2

L2

+‖u0‖2
L2 − 2 〈u0, u(t)〉L2︸ ︷︷ ︸

→‖u0‖2
L2

)
= 0,

where we have used the weak continuity for the last term.

The proof is complete. �

Exercise 2.33 It can be shown that Leray-Hopf solutions constructed in
this way satisfy the weak formulation (2.9) for more general test functions
than φ ∈ C∞c (0,∞;V). Go through the steps of the proof and try to find
out what requirements on the test functions are needed.
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2.2.4 Uniqueness of Leray-Hopf Solutions

Thus far, we have only proven the existence of weak (Leray-Hopf) solutions
to the incompressible Navier-Stokes equation. We now discuss the question
of uniqueness of such weak solutions. It turns out that in the case of two
spatial dimensions, Leray-Hopf solutions can be shown to be unique.

Theorem 2.34 (Uniquness of Leray-Hopf Solutions in 2-D) Let d =
2, let Ω ⊆ Rd be an open, bounded set with smooth boundary ∂Ω, let
u0 = v0 ∈ H, and let u, v be two Leray-Hopf solutions to the IBVP (2.2) for
the incompressible Navier-Stokes equation with initial datum u0, v0. Then
u = v a.e.

Proof Let T > 0, let u, v : [0, T ] → V be two Leray-Hopf solutions to the
IBVP (2.2), let w = u − v. Then, for all test functions φ : [0, T ] → V and
for a.e. t ∈ [0, T ] it holds that(
∂tw(t), φ(t)

)
+ a
(
w(t),φ(t)

)
+ b
(
u(t), w(t), φ(t)

)
+ b
(
w(t), v(t), φ(t)

)
= 0,

lim
t→0+
‖w(t)‖L2 = ‖w0‖L2 = 0.

In particular we pick φ = w to obtain that for a.e. t ∈ [0, T ] it holds that

1

2

d

dt
‖w(t)‖2

L2 + µ‖∇w(t)‖2
L2 =−

∫
Ω

(
(w(t) · ∇)v(t)

)
· w(t) dx

−
∫

Ω

(
(u(t) · ∇)w(t)

)
· w(t) dx

=︸︷︷︸
Lemma 2.30

−
∫

Ω

(
(w(t) · ∇)v(t)

)
· w(t) dx

=︸︷︷︸
Lemma 2.31

∫
Ω

(
(w(t) · ∇)w(t)

)
· v(t) dx

It follows from Hölder’s inequality that∫
Ω

(
(w(t) · ∇)w(t)

)
·v(t) dx ≤ ‖w(t)‖L4‖∇w(t)‖L2‖v(t)‖L4

≤︸︷︷︸
Ladyzh-
enskaya’s
inequality

C‖w(t)‖1/2L2‖∇w(t)‖1/2L2‖∇w(t)‖L2‖v(t)‖1/2L2‖∇v(t)‖1/2L2

= C‖w(t)‖1/2L2‖∇w(t)‖3/2L2‖v(t)‖1/2L2‖∇v(t)‖1/2L2 .
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Next, we recall that by Young’s inequality, for any a, b ∈ R, ε > 0 and
Hölder conjugates p, q > 0,

|ab| ≤ |εa|
p

p
+
|b|q

qεq
.

Thus, we pick p = 4
3
, q = 4 and ε =

(
2µ
3

)3/4
, and apply Young’s inequality

to obtain that(
‖∇w(t)‖3/2L2

)(
C‖w(t)‖1/2L2‖v(t)‖1/2L2‖∇v(t)‖1/2L2

)
≤ µ

2
‖∇w(t)‖2

L2 +
C̃

µ3
‖∇v(t)‖2

L2‖v(t)‖2
L2‖w(t)‖2

L2 .

Therefore, for a.e. t ∈ [0, T ],

1

2

d

dt
‖w(t)‖2

L2 + µ‖∇w(t)‖2
L2 ≤

µ

2
‖∇w(t)‖2

L2 +
C̃

µ3
‖∇v(t)‖2

L2‖v(t)‖2
L2‖w(t)‖2

L2

=⇒ 1

2

d

dt
‖w(t)‖2

L2 +
µ

2
‖∇w(t)‖2

L2 ≤
C̃

µ3
‖∇v(t)‖2

L2‖v(t)‖2
L2‖w(t)‖2

L2 .

Now applying Grönwall’s inequality, we obtain that for a.e. t ∈ [0, T ],

‖w(t)‖2
L2 ≤ ‖w0‖2

L2 exp

(
c̃

µ3

∫ t

0

‖∇v(s)‖2
L2‖v(s)‖2

L2 ds

)
,

where the integral in the expontential is bounded thanks to the energy
inequality. Since ‖w0‖L2 = 0, it follows that for a.e. t ∈ [0, T ], ‖w(t)‖L2=0,
and therefore u = v almost everywhere.

We remark that the last inequality also gives us stability of Leray-Hopf
solutions with respect perturbations of the initial condition. �

Remark 2.35 Unfortunately, the above uniqueness proof relies crucially
on the Ladyzhenskaya inequality A.4 in two spatial dimensions, and there-
fore the same approach does not work in the three-dimensional case. The
uniqueness of weak solutions to the incompressible Navier-Stokes equations
in three spatial dimensions is an open problem. It is nevertheless possible to
show that if a so-called strong solution to the incompressible Navier-Stokes
equation exists in 3-D, then this strong solution must be unique.

Definition 2.36 (Strong Solutions) Let d = 3, let H1
σ = V , let Ω ⊆ Rd

be an open, bounded set with smooth boundary ∂Ω, let u0 ∈ H and let
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u : [0, T ] → V be a weak solution to the IBVP (2.2) for initial datum u0

with the property that

d = 2 : u0 ∈ L2
σ and u ∈ L∞loc(0, T ;H1

σ) ∩ L2
loc(0, T ;H2

σ)

d = 3 : u0 ∈ H1
σ and u ∈ Cw(0, T ;H1

σ) ∩ L2(0, T ;H2
σ),

where Cw(0, T ;H1
σ) is defined as the space of all weakly continuous functions

v : [0, T ]→ H1
σ.

Theorem 2.37 (Uniqueness of Strong Solutions) Let d ∈ {2, 3}, let
Ω ⊆ Rd be an open, bounded set with smooth boundary ∂Ω, let u0 = v0 ∈
H1
σ = V , and let u, v be two Leray-Hopf solutions to the IBVP (2.2) for the

incompressible Navier-Stokes equation with initial datum u0, v0 respectively.
If v is a strong solution, then u ≡ v.

Proof Let T > 0, let u, v : [0, T ] → V be two Leray-Hopf solutions to the
IBVP (2.2) with initial data u0, v0 respectively, and in addition, let v be a
strong solution. For the case d = 3, the Gagliardo-Nirenberg interpolation
inequality A.3 implies that for a.e. t ∈ [0, T ] there exists some constant C
such that

‖v(t)‖Lp ≤ C‖∇v(t)‖αLr‖v(t)‖1−α
Lq ,

where 1 ≤ q, r ≤ ∞, α ∈ [0, 1] and p ∈ R is given by

1

p
=

(
1

r
− 1

3

)
α +

1− α
q

.

In particular, for r = q = 2 it holds that

1

p
=
α

6
+

1− α
2

=⇒ p =
6

3− 2α
, α =

3

2
− 3

p
.

Thus, for α ∈ [0, 1] we have p ∈ [2, 6]. We can therefore conclude that for
a.e. t ∈ [0, T ] and for every p ∈ [2, 6] there exists some constant C such
that

‖v(t)‖Lp ≤ C‖∇v(t)‖
3
2
− 3
p

L2 ‖v(t)‖
3
p
− 1

2

L2 ,

and in particular for a.e. t ∈ [0, T ] there exists some constant C such that

‖v(t)‖L3 ≤ C‖∇v(t)‖
1
2

L2‖v(t)‖
1
2

L2 . (2.26)
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The remainder of the proof is very similar to the proof of Theorem 2.34. Let
w = u− v. Then, for all test functions φ : [0, T ]→ V and for a.e. t ∈ [0, T ]
it holds that(
∂tw(t), φ(t)

)
+ a
(
w(t),φ(t)

)
+ b
(
w(t), v(t), φ(t)

)
+ b
(
u(t), w(t), φ(t)

)
= 0,

lim
t→0+
‖w(t)‖L2 = ‖w0‖L2 = 0.

In particular we pick φ = w to obtain that for a.e. t ∈ [0, T ] it holds that

1

2

d

dt
‖w(t)‖2

L2 + µ‖∇w(t)‖2
L2 =−

∫
Ω

(
(w(t) · ∇)v(t)

)
· w(t) dx

−
∫

Ω

(
(u(t) · ∇)w(t)

)
· w(t) dx

=︸︷︷︸
Lemma 2.30

−
∫

Ω

(
(w(t) · ∇)v(t)

)
· w(t) dx.

Next, observe that by Hölder’s inequality it holds that∫
Ω

(
(w(t) · ∇)v(t)

)
· w(t) dx ≤ ‖w(t)‖2

L3‖∇v(t)‖L3 ,

and now applying the estimate (2.26) obtained from the Gagliardo-Nirenberg
interpolation inequality we obtain that

‖w(t)‖2
L3‖∇v(t)‖L3 ≤ C‖w(t)‖L2‖∇w(t)‖L2‖∇v(t)‖1/2L2‖∇2v(t)‖1/2L2 .

We pick p = q = 2 and ε = µ1/2, and apply Young’s inequality to the obtain
that (

‖∇w(t)‖L2

)(
C‖w(t)‖L2‖∇v(t)‖1/2L2‖∇2v(t)‖1/2L2

)
≤ µ

2
‖∇w(t)‖2

L2 +
C̃

µ
‖w(t)‖2

L2‖∇v(t)‖2
L2‖∇2v(t)‖2

L2 .

Therefore, for a.e. t ∈ [0, T ] it holds that

1

2

d

dt
‖w(t)‖2

L2 + µ‖∇w(t)‖2
L2 ≤

µ

2
‖∇w(t)‖2

L2 +
C̃

µ
‖w(t)‖2

L2‖∇v(t)‖2
L2‖∇2v(t)‖2

L2

=⇒ 1

2

d

dt
‖w(t)‖2

L2 +
µ

2
‖∇w(t)‖2

L2 ≤
C̃

µ
‖w(t)‖2

L2 ‖∇v(t)‖2
L2‖∇2v(t)‖2

L2︸ ︷︷ ︸
bounded by hypothesis

,
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and applying Grönwall’s inequality, we obtain that for a.e. t ∈ [0, T ],

‖w(t)‖2
L2 ≤ ‖w0‖2

L2 exp

(
c̃

µ

∫ t

0

‖∇v(s)‖2
L2‖∇2v(s)‖2

L2 ds

)
.

Since ‖w0‖L2 = 0, this implies that for a.e. t ∈ [0, T ], ‖w(t)‖L2=0, and
therefore u ≡ v. �

We conclude this subsection by stating some additional results on unique-
ness of solutions to the incompressible Navier-Stokes equations in three
spatial dimensions. In fact, the literature contains additional refinements
of Theorem 2.37. We state, without proof, one such result.

Theorem 2.38 [Lio69, Theorem 6.9, Pg. 84] Let d ∈ {2, 3}, let T > 0,
let Ω ⊆ Rd be an open, bounded set with smooth boundary ∂Ω and let
u0 = v0 ∈ H1

σ = V . Then there exists, at most, one solution u to the IBVP
(2.2) for the incompressible Navier-Stokes equation with initial datum u0

such that

u ∈ L2
(
0, T ;V

)
∩ L∞

(
0, T ;H

)
,

u ∈ L8
(
0, T ;L4(Ω)

)
. (2.27)

Moreover, such a solution is continuous from [0, T ] into H.

Remark 2.39 Consider the setting of Theorem 2.38. One can also re-
place the result (2.27) with the conclusion that the unique solution u ∈
Lp
(
0, T ;Lq(Ω)

)
where

2

p
+
d

q
≤ 1 if Ω is bounded,

2

p
+
d

q
= 1 if Ω is unbounded.

Furthermore, if this solution exists, then it is unique in L2
(
0, T ;V

)
∩L∞

(
0, T ;H

)
and in the space of functions with finite Lp-norm in time and finite Lq-norm
in space.

Finally, we also have the following interesting result.

Theorem 2.40 Let d = 3, let T > 0, let Ω ⊆ Rd be an open, bounded set
with smooth boundary ∂Ω and let u0 ∈ H1

σ. Let u be a weak solution to
the IBVP (2.2) for the incompressible Navier-Stokes equation with initial
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datum u0 such that u is has finite Lp-norm in time and finite Lq-norm in
space where

2

p
+
d

q
< 1.

Then, u is in fact a strong solution, i.e., continuously differentiable in space
on the time interval [0, T ]. Under the weaker constraint that the initial
condition u0 ∈ L2

σ, then it holds that u is a strong solution on the time
interval [t0, T ] for any t0 > 0.

Proof Theorem 2.40 and its proof can be found in a paper of J. Serrin
[Ser62, Section 3]. �

2.2.5 Results on Time-Continuity

In this section, we will explore the time-continuity of functions of time
and space. These results will be useful in our study of the time-dependent
problem. We begin with a simple lemma.

Lemma 2.41 (Lemma 1.1, p. 250 [Tem01]) Let X be a Banach space
with dual space denoted by X∗ and let u, g ∈ L1(a, b;X). Then the following
are equivalent.

(i) u is a.e. equal to a primitive function of g, i.e, there exists ξ ∈ X
such that for a.e. t ∈ [a, b],

u(t) = ξ +

∫ t

a

g(s)dx.

(ii) For each test function φ ∈ C∞0
(
(a, b)

)
,∫ b

a

u(t)φ′(t)dt = −
∫ b

a

g(t)φ(t)dt.

(iii) For each η ∈ X∗,

d

dt
〈u(t), η〉 = 〈g(t), η〉 in the sense of distributions.

If either of the conditions (i)− (iii) is satisfied, then in particular, u is a.e.
equal to a continuous function from [a, b] into X.
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Proof (i) =⇒ (iii):

Let η ∈ X∗. Then for all φ ∈ C∞0
(
(a, b)

)
,

d

dt
〈u, η〉 :=︸︷︷︸

distri-
butional

sense

−
∫ b

a

〈u, η〉φ′(t) dt (i)
= −

∫ b

a

〈ξ, η〉φ′(t) dt

−
∫ b

a

〈∫ t

a

g(s) ds, η
〉
φ′(t) dt

=− 〈ξ, η〉
(
φ(b)− φ(a)

)︸ ︷︷ ︸
=0.

−
∫ b

a

∫ t

a

〈g(s), η〉 ds φ′(t) dt

=︸︷︷︸
Integration

by parts

∫ b

a

d

dt

(∫ t

a

〈g(s), η〉 ds
)
φ(t) dt

=

∫ b

a

〈g(t), η〉φ(t) dt :=︸︷︷︸
distri-

butional
sense

〈g, η〉

(iii) =⇒ (ii):

For all η ∈ X∗ and for all φ ∈ C∞0
(
(a, b)

)
it holds that

−
∫ b

a

〈u, η〉φ′(t) dt =

∫ b

a

〈g, η〉φ(t) dt

⇐⇒
〈
−
∫ b

a

uφ′(t) dt−
∫ b

a

g(t)φ(t) dt, η

〉
= 0

=⇒ −
∫ b

a

uφ′(t) dt−
∫ b

a

g(t)φ(t) dt = 0.

(ii) =⇒ (i):

Let u0 : [a, b] → X be a function with the property that for all t ∈ [a, b] it
holds that

u0(t) =

∫ t

a

g(s) ds.

Then, u0 is absolutely continuous and u′0 = g. Thus, (i) holds with u
replaced by u. Moreover, if we define v := u − u0 then by assumption for
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all φ ∈ C∞0
(
(a, b)

)
, ∫ b

a

v(t)φ′(t) dt = 0. (2.28)

Therefore, if we can show that v = ξ, where ξ ∈ X is a constant element of
X, then we are done. Indeed, for a.e. t ∈ [a, b] it would imply

u(t) = u0(t) + v(t) = ξ +

∫ t

a

g(s) ds.

Hence, let φ0 ∈ C∞0
(
(a, b)

)
such that

∫ b
a
φ0(t) dt = 1. Then for any φ ∈

C∞0
(
(a, b)

)
it holds that

φ = λφ0 + ψ′, (2.29)

where λ ∈ R is given by

λ =

∫ b

a

φ(t) dt,

and ψ ∈ C∞0
(
(a, b)

)
is the function with the property that for all t ∈ [a, b],

ψ(t) =

∫ t

a

(
φ(s)− λφ0(s)

)
ds.

Next, let ξ :=
∫ b
a
v(s)φ0(s) ds. Then for any φ ∈ C∞0

(
(a, b)

)
, we have∫ b

a

(
v(t)− ξ

)
φ(t) dt =

∫ b

a

v(t)φ(t) dt−
∫ b

a

ξφ(t) dt

=

∫ b

a

v(t)φ(t) dt−
∫ b

a

v(s)φ0(s) ds

∫ b

a

φ(t) dt︸ ︷︷ ︸
=λ

=︸︷︷︸
(2.29)

∫ b

a

v(t)
(
λφ0(t) + ψ′(t)

)
dt− λ

∫ b

a

v(s)φ0(s) ds

=λ

∫ b

a

v(t)φ0(t) dt+

∫ b

a

v(t)ψ′(t) dt︸ ︷︷ ︸
=0 by (2.28)

−λ
∫ b

a

v(s)φ0(s) ds

=λξ − λξ = 0.
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We therefore conclude that for all φ ∈ C∞0
(
(a, b)

)
it holds that∫ b

a

(
v(t)− ξ

)
φ(t) dt = 0,

and therefore v = ξ a.e. The proof is thus complete. �

At this point, a natural question to ask would be how Lemma 2.41 is useful
in our study of Leray-Hopf solutions. To answer this question, consider
the setting of Theorem 2.25 and let u : [0, T ] → V be a Leray-Hopf so-
lution. Then, observe that we have previously established that u, ∂tu ∈
L4/3
(
0, T ;H−1(Ω)

)
since u ∈ L∞

(
0, T ;L2(Ω)

)
↪→ L4/3

(
0, T ;H−1(Ω)

)
.

Hence, we can set X = H−1(Ω), X∗ = H1
0 (Ω) and u, g := ∂tu ∈ L1

(
0, T ;X

)
.

It follows that for all η ∈ C∞0
(
(0, T )

)
it holds that

−
∫ T

0

〈u, η〉φ′(t) dt =

∫ T

0

〈∂tu, η〉φ(t) dt =

∫ T

0

〈g, η〉φ(t) dt.

Therefore, condition (iii) of Lemma 2.41 is satisfied. Therefore, condi-
tions (i), (ii) of Lemma 2.41 are also satisfied and the Leray-Hopf solution
u : [0, T ]→ H−1(Ω) is continuous.

In fact, it is possible to obtain a stronger result than Lemma 2.41.

Lemma 2.42 (Lemma 1.4, p. 263 [Tem01]) Let X ⊂ Y be two Ba-
nach spaces such that X ↪→ Y is a continuous embedding, let T > 0, let
φ ∈ L∞

(
0, T ;X

)
be a function that is weakly continuous in Y , i.e., for all

v ∈ Y ∗ the function given by

t 7→ 〈φ(t), v〉,

is continuous. Then φ is also weakly continuous in X.

Proof We can replace the space Y with the closure of the space X in Y ,

i.e., X
Y

. This allows us to assume that X is dense in Y . Hence, by duality,
the dense continuous embedding of X into Y implies that the dual space
Y ∗ is continuously embedded into X∗.

By assumption, for each η ∈ Y ∗ and for all t0 ∈ [0, T ], we have

lim
t→t0
〈φ(t), η〉 = 〈φ(t0), η〉. (2.30)
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We must show that Equation (2.30) also holds for all η ∈ X∗. To this end,
we first show that for all t ∈ [0, T ] it holds that φ(t) ∈ X and also

‖φ(t)‖X ≤ ‖φ‖L∞(0,T ;X). (2.31)

Indeed, by regularising the function φ̃ such that

φ̃ =

{
φ on [0, T ]

0 otherwise,

we obtain a sequence of smooth functions {φm}m∈N : [0, T ] → X with the
property that for all m ∈ N, for all t ∈ [0, T ] and for all η ∈ Y ∗ it holds
that

‖φm(t)‖X ≤ ‖φ‖L∞(0,T ;X),

and

lim
m→∞

〈φm(t), η〉 = 〈φ(t), η〉.

Therefore, for all m ∈ N, for all t ∈ [0, T ] and for all η ∈ Y ∗ it holds that

|φm(t), η| ≤ ‖φ‖L∞(0,T ;X)‖η‖X∗ ,

and we obtain in the limit that for all t ∈ [0, T ] and for all η ∈ Y ∗ it holds
that

|φ(t), η| ≤ ‖φ‖L∞(0,T ;X)‖η‖X∗

Therefore, using the fact that Y ∗ ⊂ X∗ is dense, we obtain that for all
t ∈ [0, T ] it holds that φ(t) ∈ X and furthermore, the inequality (2.31) also
holds.

Next, let η ∈ X∗. Since Y ∗ ⊂ X∗ is dense, for each ε > 0 there exists some
ηε ∈ Y ∗ such that

‖η − ηε‖X∗ ≤ ε.

For all t, t0 ∈ [0, T ] it therefore holds that

〈φ(t)− φ(t0), η〉 = 〈φ(t)− φ(t0), η − ηε〉+ 〈φ(t)− φ(t0), ηε〉.

=⇒ |〈φ(t)− φ(t0), η〉| ≤ 2ε‖φ‖L∞(0,T,X) + |〈φ(t)− φ(t0), ηε〉|.
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Since ηε ∈ Y ∗, the weak continuity of φ in Y implies that

lim
t→t0
|〈φ(t)− φ(t0), ηε〉| = 0.

Hence,

lim sup
t→t0

|〈φ(t)− φ(t0), η〉| ≤ 2ε‖φ‖L∞(0,T,X),

and since ε > 0 is arbitrary, this proves the claim. �

Remark 2.43 In particular, if we set X = H and Y = V ∗ then Lemma
2.42 implies that Leray-Hopf solutions are weakly continuous in H.

In the case of two spatial dimensions, it is possible to prove an even stronger
result.

Lemma 2.44 (Lemma 1.2, Pg. 260 [Tem01]) Let V,H be Hilbert spaces
with the property that V ⊂ H = H∗ ⊂ V ∗ and let the function u ∈
L2(0, T ;V ) be such that ∂tu ∈ L2(0, T ;V ∗). Then u is almost everywhere
equal to a continuous function from [0, T ] into H and furthermore it holds
that

d

dt
|u|2 = 2〈u′, u〉 in the sense of distributions on (0, T ). (2.32)

Proof We first show that Equation (2.32) holds for u ∈ L2(0, T ;V ) such
that ∂tu ∈ L2(0, T ;V ∗).

To this end, let ũ : R→ V be the extension of u given by

ũ =

{
u on [0, T ]

0 otherwise,

We can then approximate ũ by a sequence of smooth function {um}m∈N ⊆
C∞(0, T ;V ) with the property that

lim
m→∞

‖um − u‖L2
loc(0,T ;V ) = 0, (2.33)

lim
m→∞

‖∂tum − ∂tu‖L2
loc(0,T ;V ∗) = 0. (2.34)

Since the sequence {um}m∈N is smooth in time, for all m ∈ N it holds that

d

dt
‖um(t)‖2

H =
d

dt

(
um(t), um(t)

)
H

= 2
(
um, u

′
m

)
= 2〈um, u′m〉.
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It follows from Equations (2.33)-(2.34) that

|um|2
m→∞→ |u|2 in L1

loc

(
(0, T )

)
,

〈u′m, um〉
m→∞→ 〈u′, u〉 in L1

loc

(
(0, T )

)
.

Therefore, passing to the limit we obtain that for all φ ∈ C∞0
(
(0, T )

)
it

holds that

−
∫ T

0

‖um(t)‖2
Hφ
′(t) dt = 2

∫ T

0

〈um(t), u′(t)〉φ(t) dt

=⇒ −
∫ T

0

‖u(t)‖2
Hφ
′(t) dt = 2

∫ T

0

〈u(t), u′(t)〉φ(t) dt

=⇒ d

dt
‖u‖2

H = 2〈u, u′〉

Since 〈u, u′〉 ∈ L1
(
(0, T )

)
the above equation implies that u ∈ L∞(0, T ;H).

It follows by Lemma 2.41 that u is a continuous function from [0, T ] into
V ∗. Moreover, since u ∈ L∞(0, T ;H), it follows by Lemma 2.42 that u is
weakly continuous from [0, T ] into H, i.e., for all v ∈ H it holds that the
mapping

t 7→ 〈u(t), v〉, (2.35)

is continuous on [0, T ].

Next, note that for all t, t0 ∈ [0, T ]

‖u(t)− u(t0)‖2
H = ‖u(t)‖2

H + ‖u(t0)‖2
H − 2

(
u(t), u(t0)

)
H

Moreover, by Equation (2.32) for all t, t0 ∈ [0, T ] it holds that

|u(t)|2 = |u(t0)|2 + 2

∫ t

t0

〈u′(s), u(s)〉 ds =⇒ lim
t→t0
|u(t)|2 = |u(t0)|2,

and therefore, in view of (2.35) we obtain

lim
t→t0
‖u(t)− u(t0)‖2

H = 2|u(t0)|2 − 2|u(t0)|2 = 0.

The proof is thus complete. �
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Remark 2.45 In the context of Leray-Hopf solutions, we have V = H1
σ(Ω),

H = L2
σ(Ω). Note also that if d = 3, then ∂tu ∈ L4/3(0, T ;V ∗) and therefore

we cannot apply Lemma 2.44.

Remark 2.46 Lemma 2.44 also holds if we assume that u ∈ L2(0, T ;V )∩
L∞(0, T ;H) and ∂tu ∈ L2(0, T ;V ∗) ∩ L1(0, T ;H).

2.2.6 Regularity of Leray-Hopf Solutions in 2D

The previous subsections have demonstrated the existence and uniqueness
of Leray-Hopf solutions to the incompressible Navier-Stokes equations in
two spatial dimensions. We now discuss the regularity properties of such
Leray-Hopf solutions. We begin by stating a result on the regularity of the
time-derivative of Leray-Hopf solutions.

Theorem 2.47 Let d = 2, let T > 0, let Ω ⊆ Rd be an open, bounded set
with smooth boundary ∂Ω, let V = H1

σ, H = L2
σ and let u0 ∈ H2(Ω) ∩ V .

Then the unique Leray-Hopf solution to the IBVP (2.2) of the incompress-
ible Navier-Stokes equation with initial datum u0 satisfies

∂tu ∈ L2
(
0, T ;V

)
∩ L∞

(
0, T ;H

)
.

Remark 2.48 We remark that by the results of the Section 2.2.5, Theorem
2.47 implies that u ∈ C

(
[0, T ];V

)
.

Proof We consider the Galerkin approximation of the variational formula-
tion of the incompressible Navier Stokes equation (2.19):

d

dt
(um(t), v) + b(um(t), um(t), v) + a(um(t), v) = 0,

um(0) = u0,m,

where u0,m is defined as the orthogonal projection of u0 ∈ H2(Ω) ∩ V onto
the finite-dimensional subspace H2(Ω) ∩ Vm. Then note that u0,m → u0 in
H2(Ω) as m→∞. Moreover, we observe that

‖u0,m‖H2 ≤ ‖u0‖H2 .

Next, we pick v = wj for each j ∈ {1, . . . ,m} where {wj}j∈N are the
eigenvectors of the Stokes operator A. Thus, for each j ∈ {1, . . . ,m} and
for a.e. t ∈ [0, T ] it holds that

d

dt
(um(t), wj) + b(um(t), um(t), wj) + a(um(t), wj) = 0. (2.36)
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Our aim is to show that for all m ∈ N and for a.e. t ∈ [0, T ], the time deriva-
tive d

dt
um(t) remains in a bounded set of L2

(
0, T ;V

)
∩L∞

(
0, T ;H

)
. This will

then imply that for a.e. t ∈ [0, T ], the time derivative d
dt

limm→∞ um(t) =
d
dt
u(t) also remains in the same bounded set.

To this end, for each j ∈ {1, . . . ,m}, we multiply equation (3.1) with g′j,m(t)
and sum the resulting equations over all j ∈ {1, . . . ,m} to obtain that for
a.e. t ∈ [0, T ] it holds that(

∂tum(t),
m∑
j=1

g′j,m(t)wj

)
+ b
(
um(t), um(t),

m∑
j=1

g′j,m(t)wj

)
+ a
(
um(t),

m∑
j=1

g′j,m(t)wj

)
.

Using the fact that the eigenvectors {wj}j∈N form an orthonormal basis of
H2(Ω) ∩ V , we therefore obtain the following equation which holds point-
wise for a.e. t ∈ [0, T ]:

‖∂tum(t)‖2
L2 + b

(
um(t), um(t), ∂tum(t)

)
+ a
(
um(t), ∂tum(t)

)
= 0. (2.37)

Let us now consider Equation (3.2) at time t = 0 first:

‖∂tum(0)‖2
L2 =− b

(
um(0), um(0), ∂tum(0)

)
− a
(
um(0), ∂tum(0)

)
=− b

(
u0,m, u0,m, ∂tum(0)

)
+ µ
(
∆u0,m, ∂tum(0)

)︸ ︷︷ ︸
Integration by parts

≤︸︷︷︸
Hölder’s

Inequality

‖u0,m‖L4‖∇u0,m‖L4‖∂tum(0)‖L2 + µ‖∆u0,m‖L2‖∂tum(0)‖L2

≤︸︷︷︸
Ladyzh-
enskaya’s
inequality

C‖u0,m‖
1/2

L2‖u0,m‖H1
0
‖u0,m‖

1/2

H2‖∂tum(0)‖L2 + µ‖u0,m‖H2‖∂tum(0)‖L2

≤︸︷︷︸
Projection
property

C‖u0‖
1/2

L2‖u0‖H1
0
‖u0‖

1/2

H2‖∂tum(0)‖L2 + µ‖u0‖H2‖∂tum(0)‖L2

≤︸︷︷︸
Young’s

inequality

1

4
‖∂tum(0)‖2

L2 + 4C2‖u0‖L2‖u0‖2
H1‖u0‖H2 +

1

4
‖∂tum(0)‖2

L2 + 4C2µ2‖u0‖2
H2

=⇒ ‖∂tum(0)‖2
L2 ≤ 8C2‖u0‖L2‖u0‖2

H1‖u0‖H2 + 8C2µ2‖u0‖2
H2 ≤ C̃ <∞.
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Hence, it holds that ∂tum(0) ∈ H.

Next, let us once again consider Equation (3.1). We differentiate both sides
of this equation with respect to time to obtain that for each j ∈ {1, . . . ,m}
and for a.e. t ∈ [0, T ] it holds that(

∂2
ttum(t), wj

)
+ a
(
∂tum(t), wj

)
+ b
(
∂tum(t), um(t), wj

)
+ b
(
um(t), ∂tum(t), wj

)
= 0.

For each j ∈ {1, . . . ,m}, we multiply the above equation with g′j,m(t) and
sum the resulting equations over all j ∈ {1, . . . ,m} to obtain that for a.e.
t ∈ [0, T ] it holds that(
∂2
ttum(t), ∂tum(t)

)
+ a
(
∂tum(t), ∂tum(t)

)
+ b
(
∂tum(t), um(t), ∂tum(t)

)
+ b
(
um(t), ∂tum(t), ∂tum(t)

)︸ ︷︷ ︸
=0 by Lemma 2.30

= 0.

Therefore for a.e. t ∈ [0, T ] it holds that

1

2

d

dt
‖∂tum(t)‖2

L2 + µ‖∇∂tum(t)‖2
L2 = −b

(
∂tum(t), um(t), ∂tum(t)

)
. (2.38)

It now remains to obtain appropriate estimate the right side of Equation
(3.3). To this end, we observe that

|b
(
∂tum(t), um(t), ∂tum(t)

)
| ≤︸︷︷︸
Hölder’s

Inequality

‖∂tum(t)‖2
L4‖∇um(t)‖L2

≤︸︷︷︸
Ladyzh-
enskaya’s
inequality

C‖∂tum(t)‖L2‖∂t∇um(t)‖L2‖∇um(t)‖L2

≤︸︷︷︸
Young’s

inequality

µ

2
‖∇∂tum(t)‖2

L2 +
C2

2µ
‖∂tum(t)‖2

L2‖∇um(t)‖2
L2 ,

and therefore, for a.e. t ∈ [0, T ] it holds that

d

dt
‖∂tum(t)‖2

L2 + µ‖∇∂tum(t)‖2
L2 ≤

C2

µ
‖∂tum(t)‖2

L2‖∇um(t)‖2
L2 .

Finally, we apply Gronwall’s Lemma to obtain that for a.e. t ∈ [0, T ] it
holds that

‖∂tum(t)‖2
L2 ≤ ‖∂tum(0)‖2

L2 exp
(
C̃

∫ t

0

‖∇um(s)‖2
L2 ds

)
.
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We have previously shown that both terms on the right side of the above
equation are bounded. Thus, for a.e. t ∈ [0, T ] it holds that

‖∂tum(t)‖2
L2 ≤ K uniformly in m.

Similarly, for a.e. t ∈ [0, T ] it also holds that∫ t

0

‖∇∂tum(t)‖2
L2 ≤ K̃ uniformly in m.

It follows that

∂tu ∈ L2
(
0, T ;V

)
∩ L∞

(
0, T ;H

)
. �

We are now ready to state the main result on the regularity of Leray-Hopf
solutions.

Theorem 2.49 Let d = 2, let T > 0, let Ω ⊆ Rd be an open, bounded set
with twice-continuously differentiable boundary ∂Ω such that the exterior
cone condition is satisfied at each point in ∂Ω and let u0 ∈ H2(Ω)∩V . Then
the unique Leray-Hopf solution to the IBVP (2.2) of the incompressible
Navier-Stokes equation with initial datum u0 satisfies

u ∈ L∞
(
0, T ;H2(Ω)

)
.

Proof Let u : [0, T ] → R be the unique Leray-Hopf solution to the IBVP
(2.2) of the incompressible Navier-Stokes equation with initial datum u0

and consider the following weak formulation:(
∂tu(t), v

)
+ b
(
u(t), u(t), v

)
+ a
(
u(t), v

)
∀v ∈ V.

This weak formulation can be re-written as

a
(
u(t), v

)
=
(
g(t), v

)
∀v ∈ V, (2.39)

where the function g : [0, T ] → V ∗ is the function with the property that
for all t ∈ [0, T ] it holds that

g(t) = −∂tu(t)−B(u(t), u(t))︸ ︷︷ ︸
c.f. Def. 2.29
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We have shown in the previous theorem that u ∈ L∞
(
0, T ;V

)
is unique.

Moreover, for a.e. t ∈ [0, T ] it holds that

|b
(
u(t), u(t), v

)
| ≤︸︷︷︸
Hölder’s

inequality

‖u(t)‖L4‖u(t)‖H1
0
‖v‖L4

≤︸︷︷︸
Ladyzh-
enskaya’s
inequality

C ‖u(t)‖3/2
H1

0
‖‖1/2L2︸ ︷︷ ︸

∈L∞
(

[0,T ]
) ‖v‖L4 .

It follows that the mapping B(u, u) ∈ L
∞,4/3
t,x , ∂tu ∈ L∞,2t,x , and therefore

g ∈ L∞,4/3t,x . Since the Leray-Hopf solution u exists and is unique, it follows
that the function g also exists and is well-defined.

Thus, Equation (3.4) can be viewed as the variational formulation of an
elliptic PDE with right-hand side given by g(t) ∈ L4/3(Ω) for a.e. t ∈ [0, T ]:

For T > 0, and a.e. t ∈ [0, T ], find u(t) such that for all v ∈ V it holds
that

a
(
u(t), v

)
=
(
g(t), v

)
on Ω,

u(t) = 0 on ∂Ω.
(2.40)

We already know that the solution u to the above variational problem is
unique and furthermore u(t) ∈ H1

0 for a.e. t ∈ [0, T ]. We can therefore
apply Theorem A.21 [GT15, Theorem 8.30, Chapter 8]. Indeed, we observe
that the elliptic operator in the case of the variational problem (2.40) is
coercive and has bounded coefficients that satisfy the non-positivity condi-
tion. Furthermore, f ≡ 0 and g ∈ L4/3 with 4

3
> d

2
= 1, and moreover the

boundary condition φ ≡ 0 ∈ C0(∂Ω). Hence, in view of Theorem A.21, for
a.e. t ∈ [0, T ] it holds that

u(t) ∈ C0(Ω̄).

Let us now reconsider the trilinear form b. For a.e. t ∈ [0, T ] it holds that

|b
(
u(t, )u(t), v

)
| ≤ ‖u(t)‖L∞‖u(t)‖H1

0
‖v‖L2 =⇒ B

(
u, u
)
∈ L∞,2t,x .

Thus, the right-hand side of the variational formulation (2.40) satisfies the
property that g(t) ∈ L2(Ω) for a.e. t ∈ [0, T ]. Standard theory for elliptic
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PDEs (see, e.g., [Eva10, Chapter 6.3, Theorem 4]) implies that the solution
u ∈ H2(Ω) and furthermore for a.e. t ∈ [0, T ] satisfies the estimate

‖u(t)‖H2 ≤ C
(
‖g(t)‖L2 + ‖u(t)‖L2

)
,

where C = C(Ω) is a constant. It therefore follows that u ∈ L∞
(
[0, T ];H2(Ω)

)
.�

Remark 2.50 In fact, in the case of two spatial dimensions, one can show
that the solution u(t) ∈ C∞(Ω) for a.e. t ∈ [0, T ] if the initial data and
the domain boundary ∂Ω are smooth enough. We refer to the previously
mentioned paper of J. Serrin [Ser62].

Remark 2.51 On the other hand, in the case of three spatial dimensions,
we can either show local existence of strong solutions, or existence of strong
solutions for arbitrary times given that the initial data is “small enough”.

The following regularity result elaborates on Remark 2.51

Theorem 2.52 Let d = 3, let T > 0, let Ω ⊆ Rd be an open, bounded
set with twice-continuously differentiable boundary ∂Ω, let u0 ∈ H2(Ω) ∩ V
and assume that either the kinematic viscosity µ is sufficinetly large or u0

is “small enough”. Then there exists a unique Leray-Hopf solution u to the
IBVP (2.2) of the incompressible Navier-Stokes equation with initial datum
u0 that satisfies

u ∈ L∞,4t,x ,

∂tu ∈ L2
(
0, T ;V

)
∩ L∞

(
0, T ;H

)
∩ L∞

(
0, T ;H2(Ω)

)
Proof See Theorem 3.7 and Theorem 3.8 in [Tem01, Chapter 3]. �

Finally, we also have a result on the long term behaviour of solutions to the
incompressible Navier-Stokes equations.

Theorem 2.53 Let 0 < T2, T3, let d ∈ {2, 3}, let Ω ⊆ Rd be an open,
bounded set with twice-continuously differentiable boundary ∂Ω and let u0 ∈
V . Then, for d = 2 it holds that u ∈ L∞

(
0,∞, V

)
and u tends to 0 in V

as t→∞, and for d = 3 it holds that u ∈ L∞
(
0, T2, V

)
, u ∈ L∞

(
T3,∞, V

)
and u tends to 0 in V as t→∞.

Proof This theorem and its proof can be found in [Tem01, Theorem 3.12,
Pg. 318]. �
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2.3 Caffarelli-Kohn-Nirenberg Blow-up Result

In this section, we will present some additional partial regularity results for
weak solutions to the incompressible Navier-Stokes equations (2.1). In par-
ticular, we will focus on the work of Caffarelli, Kohn and Nirenberg [CKN82]
who provided a characterisation of the so-called blow-up set associated with
weak solutions to the IBVP (2.2)

We begin by recalling from measure theory, the definition of the Hausdorff
measure.

Definition 2.54 Let d ∈ N, let α ≥ 0 and δ > 0 be constants, let U ⊆ Rd,
let ωα be defined as

ωα =
πα/2

Γ(1 + α/2)
,

where Γ is the Gamma function, and let Hα
δ (U) be given by

Hα
δ (U) = inf

{∑
i

ωα
(

diamFi
2

)α
: U ⊂

⋃
i

Fi and diam(Fi) < δ ∀i

}
.

Then the α-Hausdorff measure of the set U is defined as

Hα(U) := lim
δ→0
Hα
δ (U) = sup

δ>0
Hα
δ (U).

Since weak solutions to the IBVP (2.2) are functions of both space and time,
we will require a variant of the Hausdorff measure known as the Parabolic
Hausdorff measure.

For clarity of exposition, we first introduce some notation.

Definition 2.55 Let d ∈ N, let r > 0, let x ∈ Rd, let Br(x) ⊂ Rd denote
the ball of radius r with centre x, and let t ∈ R. Then we denote by Qr(t, x)
the set given by

Qr(t, x) = (t− r2, t+ r2)×Br(x),

and we call Qr(t, x) a parabolic cylinder.

Definition 2.56 Let U ⊂ R×R3 and let α ≥ 0 and δ > 0, let ωα be defined
as

ωα =
πα/2

Γ(1 + α/2)
,
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where Γ is the Gamma function, and let Pαδ be given by

Pαδ (U) = inf

{∑
i

ωαr
α
i : U ⊂

⋃
i

Qri(ti, xi) and 2ri

√
1 + r2

i < δ︸ ︷︷ ︸
equivalently, ri < δ

∀i

}
.

Then the α-Parabolic Hausdorff measure of the set U is defined as

Pα(U) := lim
δ→0
Pαδ (U) = sup

δ>0
Pαδ (U).

Some remarks are now in order.

Remark 2.57 Let U ⊂ R×R3. It can be shown that for every α > 0 there
exists some constant Cα > 0 such that

Hα/2
({
t : ({t} × R3) ∩ U 6= φ

})
≤ CαPα(U).

Remark 2.58 Let U ⊂ R× R3. It can also be shown that for every α > 0
there exists some constant C̄α > 0 such that

Hα
({
t : {t} × R3 ∩ U

})
≤ C̄αPα(U).

Remark 2.59 Let U ⊂ R×R3. Then the set U can be covered be a sequence
of parabolic cylinders {Qri(ti, xi)}∞i=1 such that for all δ > 0 it holds that∑

i r
α
i < δ, if and only if

Pα(U) = 0.

A comprehensive treatment of the properties of the Hausdorff measure can,
for example, be found in [Fed14, Section 2.10].

Next, we introduce the notion of so-called suitable weak solutions to the
incompressible Navier-Stokes equations.

Definition 2.60 (Suitable weak solution) Let J × Ω be an open set in
R× R3, let u : J × Ω→ R3 be a mapping such that

• u ∈ L∞
(
J ;L2(Ω;R3)

)
and also ∇u ∈ L2(J × Ω;R3×3);

• there exists some scalar field p ∈ L5/3
loc(J × Ω) such that the equation

∂tu+ (u · ∇)u+∇p =µ∆u,

div u =0,

holds for all (t, x) ∈ J × Ω in the sense of distributions;

67



2.3. Caffarelli-Kohn-Nirenberg Blow-up Result

• and for all non-negative test functions φ ∈ C∞c (J × Ω), it holds that

2

∫
J×Ω

|∇u|2φ dxdt ≤
∫
J×Ω

(
|u|2(φt + ∆φ) + (|u|2 + 2p)u · ∇φ

)
dxdt.

Then u is called a local suitable weak solution of the incompressible Navier-
Stokes equations (2.1) in the domain J × Ω.

The existence of suitable weak solutions to the incompressible Navier-Stokes
equations can be rigorously proved. Indeed, we have the following existence
result for suitable weak solutions:

Theorem 2.61 Let J×Ω be an open set in R×R3 such that either Ω = R3

or Ω ⊂ R3 is a bounded, open and connected set with smooth boundary ∂Ω,
let sup J = T , and let u0 : Ω→ R3 be a function with the property that

u0 ∈

{
H if Ω = R3

H ∩W 2/5,4/5(Ω;R3) if Ω ⊂ R3.

Then there exists a suitable weak solution u of the incompressible Navier-
Stokes equations (2.1) in the domain J × Ω and a pressure field p such
that

1. u ∈ L2(0, T ;V ) ∩ L∞(0, T ;H);

2. u(t)→ u0 weakly in H as t→ 0;

3. p ∈ L5/3(J × Ω);

4. and for all non-negative test functions φ ∈ C∞( ¯J × Ω) such that φ = 0
near (0, T )× ∂Ω and for all 0 < t < T it holds that∫

Ω

|u|2(t, xφ(t, x)) dx+ 2

∫ t

0

∫
Ω

|∇u|2(t, x)φ(t, x) dxds ≤
∫

Ω

|u0(x)|2φ(0, x) dx

+

∫ t

0

∫
Ω

|u|2(t, x)
(
φt(t, x) + ∆φ(t, x)

)
dxds

+

∫ t

0

∫
Ω

(
|u|2(t, x) + 2p

)
u · ∇p dxds.

Remark 2.62 When Ω = R3, the phrase “φ = 0 near (0, T ) × ∂Ω” is
understood to mean that the test function φ is compactly supported in the
space variable.
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Remark 2.63 Theorem 2.61 also holds in the presence of an additional
forcing term f for the incompressible Navier-Stokes equation, provided that
f ∈ L2(J×Ω) and div f = 0. Note that the result for the special case f = 0
and Ω = R3 was already proved by V. Scheffer in 1977 in [Sch77].

Remark 2.64 It is currently not known if suitable weak solutions can be
constructed using the Galerkin approximation procedure (cf. Theorem 2.25).

The complete proof of Theorem 2.61 can be found in [CKN82, Apendix].
We only give the main idea of the proof, which is based on the use of
mollifiers. We require the following definition and lemma:

Definition 2.65 Let J×Ω ⊂ R×R3, let ψ ∈ C∞(J×Ω) be a non-negative
function such that

∫
J×Ω

ψ dxdt = 1 and also

suppψ ∈
{

(t, x) : |x|2 < t, 1 < t < 2
}
,

let u ∈ L2(J ;V ), let ũ : R×R3 → R3 be the function with the property that
for all (t, x) ∈ R× R3 it holds that

ũ(t, x) =

{
u(t, x) if (t, y) ∈ J × Ω

0 otherwise,

and let ψδ(u) be the function with the property that for all (t, x) ∈ R × R3

it holds that

ψδ(u)(t, x) =
1

δ4

∫
R4

ψ
(τ
δ
,
y

δ

)
ũ(t− τ, x− y) dydτ.

Then the function ψδ(u) is called the retarded mollification of u.

Lemma 2.66 Let J × Ω be an open set in R × R3, let u ∈ L∞(J ;H) ∩
L2(J ;V ), let δ > 0 and let ψδ(u) denote the retarded mollification of u.
Then it holds that

• divψδ(u) = 0;

• there exists a constant C > 0 such that

sup
t∈J

∫
Ω

|ψδ(u)|2(t, x) dx ≤ ess sup

∫
Ω

|u|2(t, x) dx;
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• and there exists a constant C > 0 such that∫
J×Ω

|∇ψδ(u)|2(t, x) dxdt ≤ C

∫
J×Ω

|∇u|2(t, x) dxdt.

Proof (Main Idea) Let N ∈ N, let δ = T
N

and let uN , pN : J × Ω → R3

be functions that solve the following PDE on J × Ω:

∂tUN +
(
ψδ(uN) · ∇

)
uN − µ∆uN +∇p+N = 0, (2.41)

where ψδ is the retarded mollification operator 2.65. Note that by definition,
ψδ(uN) is smooth and its value at time t depends only on values of u prior
to the time t− δ.
Next, observe that for each m ∈ {0, 1, . . . , N − 1}, Equation (2.41) is linear
on the strip of the domain

(
mδ, (m + 1)δ

)
× ∆. We can therefore obtain

uniform in δ, a priori estimates for the functions uN and pN that are inde-
pendent of N .

In particular, estimates on the pressure pN , i.e., pN ∈ L5/3(J × Ω) were
obtained by H. Sohr and W. von Wahl in 1986 in [SvW86].

It can then be shown that the terms in the localised energy inequality
are also bounded uniformly in δ. Finally, the Aubin-Lions Lemma A.17
can be used to obtain a strongly convergent subsequence that satisfies the
properties (i)− (iv). �

Theorem 2.61 shows that suitable weak solutions to the incompressible
Navier-Stokes equations do indeed exist. We can therefore classify subsets
associated with such solutions.

Definition 2.67 Let J×Ω be an open set in R×R3 and let u : J×Ω→ R3

be a suitable weak solution of the incompressible Navier-Stokes equations
(2.1) in the domain J × Ω. The we denote by Reg(u) ⊆ R × R3 the set
given by

Reg(u) = {(t, x) ∈ J × Ω: u ∈ L∞(V ) in some neighbourhood of (t, x)} ,

and we call this set, the set of regular points of u.

Note that the set Reg(u) is relatively open.

Definition 2.68 Let J ×Ω be an open set in R×R3, let u : J×Ω→ R3 be
a suitable weak solution of the incompressible Navier-Stokes equations (2.1)
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in the domain J × Ω and let Reg(u) denote the set of regular points of u.
The we denote by Sing(u) ⊆ R× R3 the set given by

Sing(u) = (J × Ω) \ Reg(u),

and we call this set, the set of singular points of u.

In contrast to the set of regular points, the set Sing(u) is relatively closed.

Definition 2.69 Let J ×Ω be an open set in R×R3, let u : J×Ω→ R3 be
a suitable weak solution of the incompressible Navier-Stokes equations (2.1)
in the domain J ×Ω and let Sing(u) denote the set of singular points of u.
The we denote by SingT (u) ⊆ R the set given by

SingT (u) =
{
t : {t} × R3 ∩ Sing(u) 6= φ

}
,

and we call this set, the set of singular time points of u.

We can now state the main result of this section. Essentially, Caffarelli,
Kohn and Nirenberg (see [CKN82]) were able to specify the Parabolic Haus-
dorff measure 2.56 of the set of singular points 2.68 of suitable weak solutions
2.60 to the incompressible Navier-Stokes equations (2.1) in three spatial di-
mensions.

Theorem 2.70 Let J ×Ω be an open set in R×R3 and let u : J ×Ω→ R3

be a suitable weak solution of the incompressible Navier-Stokes equations
(2.1) in the domain J ×Ω. Then the 1-Parabolic Hausdorff measure of the
set of singular points of the solution u satisfies

P1
(
Sing(u)

)
= 0.

Remark 2.71 Theorem 2.70 is an extension of a previous result due to V.
Scheffer [Sch77]:

Let J×Ω be an open set in R×R3 and let u : J×Ω→ R3 be a suitable weak
solution of the incompressible Navier-Stokes equations (2.1) in the domain
J × Ω. Then the 5/3-Hausdorff measure of the set of singular points of the
solution u satisfies

H5/3
(
Sing(u)

)
= 0,

and furthermore it holds that

H1
(
Sing(u) ∩ ({t} × Ω)

)
<∞ uniformly in t.
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Corollary 2.72 Let J×Ω be an open set in R×R3 and let u : J×Ω→ R3

be a suitable weak solution of the incompressible Navier-Stokes equations
(2.1) in the domain J × Ω.

In view of Remark 2.57, a particular consequence of Theorem 2.70 is that

H1/2
(
SingT (u)

)
= 0.

In fact, this result had already been been shown by Leray for the case Ω = R3.

In order to prove Theorem 2.70, we require two additional propositions and
an important lemma. For the sake of completeness, we present these results
below.

Proposition 2.73 Let the cylinders Q1 ⊂ R × R3 and Q1/2 ⊂ R × R3 be
defined as

Q1 := {(τ, y) : − 1 < τ < 1, |y| < 1} ,
Q1/2 := {(τ, y) : − 1/4 < τ < 1/4, |y| < 1/2} ,

let u : Q1 → R3 be a suitable weak solution of the incompressible Navier-
Stokes equations (2.1) in the domain Q1 with associated pressure field p and
let ε > 0 be a constant such that∫

Q1

(
|u|3 + |p|3/2

)
dxdt ≤ ε1,

Then there exists a constant C1 > 0 such that for a.e. (t, x) ∈ Q1/2 it holds
that

|u(t, x)| ≤ C1.

Specifically, u is regular on the cylinder Q1/2.

Proof Proposition 2.73 and its proof can be found in [CKN82]. �

Proposition 2.73 can then be used to prove the following proposition:

Proposition 2.74 Let r > 0 be a constant, let the cylinder Qr ⊂ R × R3

be defined as

Qr :=
{

(τ, y) : − r2 < τ < r2, |y| < r
}
,

72



2.3. Caffarelli-Kohn-Nirenberg Blow-up Result

let u : Q1 → R3 be a suitable weak solution of the incompressible Navier-
Stokes equations (2.1) in some neighbourhood of the point (t, x) ∈ Qr with
associated pressure field p and let ε0 > 0 be a constant such that

lim sup
r→0

1

r

∫
Qr

|∇u|2 dxdt ≤ ε0.

Then, the point (t, x) ∈ Reg(u).

Proof Proposition 2.74 and its proof can be found in [CKN82]. �

Finally, we require an analogue of the Vitali covering lemma for parabolic
cylinders in R× R3.

Lemma 2.75 Let I ⊆ R be some uncountable index set and let g :=
{Qri(ti, xi)}i∈I ⊆ R × R3 be a family of parabolic cylinders as defined in
Definition 2.55 such that g is contained in a bounded subset of R × R3.
Then there exists a countable subset J ⊂ I such that the family of cylin-
ders g̃ ⊆ R× R3 given by

g̃ :=
{
Qrj(tj, xj) : j ∈ J

}
,

satisfies the following:

(i) for all i, j ∈ J with i 6= j, it holds that

Qri(ti, xi) ∩Qrj(tj, xj) = φ;

(ii) and for all Q ∈ g there exists some Qk(tk, xk) ∈ g̃ such that

Q ⊂ Q5rk(tk, xk).

Proof The subfamily g̃ is constructed using induction. Let g0 = g, let
g̃0 = φ and for each n ∈ N let Qn denote the cylinder Qn := Qrn(tn, xn) ∈ g.
Then, for each n ∈ N we set

g̃n = g̃n−1

⋃
Qn =

n⋃
k=1

Qn,

and

gn = {Q ∈ g : Q ∩Qk = φ for all 1 ≤ k ≤ n} ,
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Figure 2.2: Geometric representation of the situation in the Vitali covering lemma
2.75.

where, for each n ∈ N the cylinder Qn+1 := Qrn+1(tn+1, xn+1) ∈ g is selected
such that

∀Q := Qr(t, x) ∈ gn, it holds that r ≤ 3

2
rn+1. (2.42)

Thus, if for a given n ∈ N it holds that gn = φ, the process terminates and
hence g̃ = g̃n is finite. Otherwise, we have g̃ = ∪∞n=1g̃n.

We now demonstrate that the family of subsets g̃ defined in this manner
satisfies conditions (i) and (ii).

Clearly, (i) holds by definition of the families of subsets g̃, g̃n. Furthermore,
if g̃ is finite then (ii) also holds by definition.

Next, note that if g̃ is not finite, then by the boundedness assumption on
the domain and Equation (2.42) it holds that rn → 0 as n → ∞. Thus,
given any Q̃ = Rr(t, x) ∈ g \ g̃, there exists n > 0 such that Q̃ ∈ gn and
g̃ 6⊆ gn+1. Hence, Q̃ ∩Qn+1 6= φ and therefore Equation (2.42) implies that
r ≤ 3

2
rn+1 (see Figure 2.2).

Thus, Q̃ ⊂ Q5rn+1(tn+1, xn+1), and therefore (ii) is also satisfied. �

We are now in a position to prove Theorem 2.70.
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Proof (Theorem 2.70) Let u : J × Ω → R3 be a suitable weak solution
of the incompressible Navier-Stokes equations (2.1) in the domain J × Ω
with associated pressure field p.

Assume first that the domain J × Ω is bounded and let the point (t, x) ∈
Sing(u). By Proposition 2.74 there exists a constant ε0 > 0 such that

lim sup
r→0

1

r

∫
Qr(t,x)

|∇u|2 dxdt > ε0.

Next, let V be a neighbourhood of the the set Sing(u) and let δ > 0. For
each point (ti, xi) ∈ Sing(u), choose the cylinder Qri(ti, xi) with ri < δ such
that

1

ri

∫
Qri (ti,xi)

|∇u|2 dxdt > ε0, and Qri(ti, xi) ⊂ V. (2.43)

Thus, we have obtained a family of parabolic cylinders, which we denote
by g. By Lemma 2.75 there exists a countable subfamily of these cylinders
g̃ := {Qj = Qrj(tj, xj), j ∈ J } with the property that for all i, j ∈ J with
i 6= j, it holds that

Qri(ti, xi) ∩Qrj(tj, xj) = φ

and such that

Sing(u) ⊂
⋃
j∈J

Q5rj(tj, xj). (2.44)

Furthermore, by Inequality (2.43) it holds that∑
j∈J

rj ≤
1

ε0

∑
j∈J

∫
Qj

|∇u|2 dxdt

≤ 1

ε0

∫
V

|∇u|2 dxdt, (2.45)

where the last inequality follows form the fact that the family of sets g̃ is
pair-wise disjoint and contained in V .
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2.3. Caffarelli-Kohn-Nirenberg Blow-up Result

Next, note that the Lebesgue measure L of the set ∪i∈JQ5ri(ti, xi) satisfies

L
( ⋃
i∈J

Q5ri(ti, xi)
)
≤︸︷︷︸

subadditivity

∑
i∈J

L
(
Q5ri(ti, xi)

)
≤
∑
i∈J

2π(5ri)
4

≤︸︷︷︸
ri<δ

2π54δ3
∑
i∈J

ri ≤︸︷︷︸
Inequality (2.45)

2π54δ3 1

ε0

∫
V

|∇u|2 dx,

and the last term converges to 0 as δ → 0. It follows that

L
( ⋃
i∈J

Q5ri(ti, xi)
)
→ 0 as δ → 0,

and thus the inclusion (2.44) implies that the set Sing(u) has Lebesgue
measure 0.

Next, note that Inequality (2.45) and the inclusion (2.44) together imply
that for all neighbourhoods V of the set Sing(u) it holds that

P1
(
Sing(u)

)
≤
∑
i∈J

5ri ≤
5

ε0

∫
V

|∇u|2 dxdt.

Finally, observe that the previously discussed energy estimates imply that
the function∇u is square-integrable. Together with the fact that L

(
Sing(u)

)
,

this implies that we can choose neighbourhoods V with arbitrarily small
Lebesgue measure. Thus, it holds that P1

(
Sing(u)

)
= 0.

The general case for an unbounded domain follows from partitioning the
domain into a countable number of bounded subdomains, showing that the
result holds for each subdomain and then using the sub-additivity of the
Hausdorff measure. The proof is thus complete. �
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2.4 Mild Solutions to the Incompressible Navier-Stokes

Equations

Stokes System Revisited

Consider the setting of Definition 2.17 and let Ω = Rd. We recall that the
Stokes system of equation is given by

ut − µ∆u+∇p = f in (0,∞)× Ω,

div u = 0 in (0,∞)× Ω, (2.46)

u(0, x) = u0(x).

Note that without the imposition of additional constraints, the system of
equations (2.46) does not have a unique solution. Indeed, given an arbitrary
function h : R+ × Rd, we may set for every (t, x) ∈ R+ × Rd

u(t, x) = ∇h(t, x), ∆h(t, x) = 0, p(t, x) = −ht(t, x),

and obtain a solution to Equation (2.46). Note that if the forcing function
f decays sufficiently fast as x→∞, then we may, for instance, impose the
constraint that for all t ∈ R+ it holds that

u(t, x)→ 0 as x→∞.

We now discuss some special cases of the Stokes system of equations (2.46):

Special Cases of Equation (2.46)

1. f ≡ 0:

We set p ≡ 0. Then Equation (2.46) reduces to the well-known Heat
equation. The solution to Equation (2.46) is thus explicitly given by

u(t, x) =

∫
Rd

Γ(t, x− y)u0(y) dy = Γ(t) ∗ u0,

where

Γ(t, x) =
( 1

4πt

)d/2
exp

(−|x|2
4t

)
.
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2. u0 ≡ 0, f(t, x) = ∇φ(t, x):

In this case, the solution to Equation (2.46) is given by

u ≡ 0, p(t, x) = φ(t, x) + c(t),

where c : R+ → Rd is some function of time.

3. u0 ≡ 0, div f = 0:

The solution to Equation (2.46) is given by:

u(t, x) =

∫ t

0

∫
Rd

Γ(t− s, x− y)f(y, s) dyds,

p(t, x) = 0.

4. u0 ≡ 0, div f 6= 0:

The Helmholtz-Hodge decomposition 2.8 then implies that the there
exists some scalar function φ : R+ × Rd → R such that

f = Pf +∇φ,

where P is the Leray Projector (c.f. Definition 2.9).

The solution to Equation (2.46) is thus given by:

u(t, x) =

∫ t

0

∫
Rd

Γ(t− s, x− y)Pf(y, s) dyds,

∇p(t, x) = ∇φ(t, x).

Due to the linearity of the Stokes system of equations (2.46), the solution
in the general case is given by a superposition of the solutions to the special
cases (1− 4). Indeed, we have

u(t) = Γ(t) ∗ u0 +

∫ t

0

K(t−s,x−y)f(y,s)︷ ︸︸ ︷
Γ(t− s) ∗ Pf(s) ds,

∇p = f(t)− Pf(t).

Here ∗ denotes the spatial convolution operator defined as follows: for func-
tions f, g : Rd → Rd, we have
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2.4. Mild Solutions to the Incompressible Navier-Stokes Equations

f ∗ g =

∫
Rd
f(x− y)g(y) dy.

Next, we would like to re-write the function f(t) 7→
∫ t

0
Γ(t − s) ∗ Pf(s) ds

in terms of a kernel K.

To this end, let G denote the fundamental solution of the Laplace operator
and let Φ: R+ × Rd → Rd be the function with the property that for all
(t, x) ∈ R+ × Rd it holds that

Φ(t, x) =

∫
Rd
G(y)Γ(t, x− y) dy.

In particular, for d ≥ 3, Φ is explicitly given by

Φ(t, x) =
(1

t

)d−2/2

F
( |x|√

t

)
,

where F : Rd → Rd is a smooth function that decays ∼ r−(d−2) as r →∞.

Furthermore, we recall that the Leray Projector 2.9 is the operator with
the property that for all x ∈ Rd it holds that

P(f)i,j(x) = fi(x)− ∂

∂xi

(
∆−1 div f

)
= fi(x) +

d∑
j=1

∫
Rd

∂2

∂xi∂xj
G(x− y)fj(y) dy,

where we have used the notation that f := (f1, f2, . . . , fd). Thus, using the
notation that u = (u1, u2, . . . , ud), u0 = (u1

0, u
2
0, . . . , u

d
0), we obtain that for
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2.4. Mild Solutions to the Incompressible Navier-Stokes Equations

all (t, x) ∈ R+ × Rd it holds that

ui(t, x) =

∫
Rd

Γ(t, x− y)ui0(y) dy

+

∫ t

0

∫
Rd

Γ(t− s, x− y)
(
fi(x) +

d∑
j=1

∫
Rd

∂2

∂yi∂yj
G(y − z)fj(s, z)

)
dzdyds

=

∫
Rd

Γ(t, x− y)ui0(y) dy

+

∫ t

0

∫
Rd

∫
Rd

Γ(t− s, x− y)G(y, z)︸ ︷︷ ︸
=Φ(t−s,x−z)

(
−∆fi(z) +

d∑
j=1

∂2

∂zi∂zj
fj(s, z)︸ ︷︷ ︸∑d

j=1−δi,j∆+ ∂2

∂zi∂zj
fj(s,z)

)
dzdyds.

Hence, we obtain that for each i ∈ {1, . . . , d} it holds that

ui(t, x) =

∫
Rd

Γ(t, x− y)ui0(y) dy

+

∫ t

0

∫
Rd

d∑
j=1

(
− δi,j∆ +

∂2

∂xi∂xj

)
Φ(t− s, x− y)fj(s, y) dyds

=

∫
Rd

Γ(t, x− y)ui0(y) dy +

∫ t

0

∫
Rd

d∑
j=1

Ki,j(t− s, x− y)fj(s, y) dyds.

(2.47)

Here, we have introduced the kernel {Ki,j}di,j=1 as the function with the
property that for all (t, x) ∈ R+ × Rd it holds that

Ki,j(t, x) = −δi,j∆ +
∂2

∂xi∂xj
Φ(t, x).

{Ki,j}di,j=1 is known as the Oseen kernel. Before proceeding with our anal-
ysis, we state without proof some basic properties of the Oseen kernel.

Lemma 2.76 Consider the setting of Definition 2.17 and let K : R+ ×
Rd → Rd×d denote the Oseen kernel. Then there exist constants C, C̃ such
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that for all l, k ∈ N and for all (t, x) ∈ R+ × Rd it holds that

|Ki,j(t, x)| ≤ C
1(

|x|2 + t
)d/2 ,

|∇l
t∇k

xki,j(t, x)| ≤ C̃
1(

|x|2 + t
) d+k+2l

2

.

Returning to Equation 2.47, observe that if the forcing function f can be
written as f = divF , for some function F = {Fi,j}di,j=1, then we may
re-write Equation (2.47) in the compact form

ui(t, x) =

∫
Rd

Γ(t, x− y)ui0(y) dy +

∫ t

0

∫
Rd

d∑
j,l=1

K̄i,j,l(t− s, x− y)Fj,l(s, y) dyds,

where

K̄ := {K̄i,j,l}di,j,l=1 = ∇K.

It can then be shown, using the bounds obtained from Lemma 2.76, that
for any u0 ∈ L∞(R;Rd), F ∈ L∞

(
[0, T ] × Rd;Rd

)
and any θ ∈ (0, 1), R >

0, δ > 0 it holds that

u ∈ Cθ
(
[δ, T ]×BR;Rd

)
,

and there exists some constant C such that

‖u‖
Cθ
(
BR×[δ,T ]

) ≤ C(R, δ, ‖u0‖, ‖F‖L∞).

Let us now consider the following initial value problem involving the nor-
malised incompressible Navier-Stokes equations with kinematic viscosity
µ ≡ 1:

ut +∇p−∆u = − div(u⊗ u), in (0,∞)× Rd,
div u = 0, in (0,∞)× Rd,

u(x, 0) = u0(x).

(2.48)

We are now ready to define mild solutions to the the IVP (2.48).
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2.4. Mild Solutions to the Incompressible Navier-Stokes Equations

Definition 2.77 Consider the IVP (2.48), let T ∈ (0,∞), d ∈ N, let u0 ∈
L∞(Rd;Rd) and let u : [0, T ]×Rd → Rd be a function with the property that
for all t ∈ [0, T ] it holds that

u(t, ·) = Γ(t) ∗ u0 +

∫ t

0

K̄(t− s) ∗
(
− u(s)⊗ u(s)

)
ds, (2.49)

where

Γ(t, x) =
( 1

4πt

)d/2
exp

(−|x|2
4t

)
, (2.50)

K̄(t, x) :={K̄i,j,l(t, x)}di,j,l=1 = ∇K(t, x), (2.51)

K(t, x) :={Ki,j(t, x)}di,j=1 = −δi,j∆ +
∂2

∂xi∂xj
Φ(t, x). (2.52)

The existence of mild solutions to the IVP involving the incompressible
Navier-Stokes equations (2.48) can be demonstrated. Let us begin by in-
troducing some notation.

For each t ∈ [0, T ], we denote by U(t) the spatial convolution Γ(t) ∗ u0 and
for each function u, v : [0, T ]×Rd → Rd and each time t ∈ [0, T ] we denote
by B(u, v)(t) the function given by

B(u, v)(t) =

∫ t

0

K(t− s) ∗
(
− u(s)⊗ v(s)

)
ds.

Using this notation, we may write Equation (2.49) in the more revealing
form

u = U +B(u, u). (2.53)

Equation (2.53) closely resembles a fixed point equation. We may therefore
appeal to the following fixed point theorem to obtain the existence of a
unique solution:

Lemma 2.78 Let X be a Banach space, let B : X ×X → X be a contin-
uous, bilinear form on X with the property that there exists some constant
γ > 0 such that for all x, y ∈ X it holds that

‖B(x, y)‖ ≤ γ‖x‖X‖y‖X ,

and let a ∈ X such that 4γ‖a‖X < 1. Then the equation

x = a+B(x, x),
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has a unique solution x̄ in the ball{
x ∈ X : |X|X <

1 +
√

1− 4γ‖a‖X
2γ

}
,

and moreover x̄ satisfies the bound

‖x̄‖X ≤
1 +

√
1− 4γ‖a‖X

2γ
.

Proof The proof, which follows from the use of Picard iterations, is left as
an exercise. �

We can now apply Lemma 2.78 for the Banach spaceX = XT = L∞
(
(0, T )×

Rd;Rd
)
, which allows us to state an existence and uniqueness result for mild

solutions to the IVP involving the incompressible Navier-Stokes equation
(2.48).

Theorem 2.79 (Leray) Let u0 ∈ L∞(Rd;Rd). Then there exists some
time T0 > 0 depending on ‖u‖L∞ and a unique solution u ∈ C∞

(
(0, T0] ×

Rd;Rd
)
∩ L∞

(
(0, T0]× Rd;Rd

)
to the IVP (2.48).

Proof (Sketch) Consider the setting of Lemma 2.78 and let the space
X = XT = L∞

(
(0, T ) × Rd;Rd

)
. The maximum principle for the heat

equation implies that

‖U‖ ≤ ‖u0‖L∞ .

Furthermore, for any u, v ∈ XT , it holds that

‖B(u, v)‖XT ≤ ‖u‖XT ‖v‖XT
∫ T

0

∫
Rd
|K̄(t, x)| dxdt.

Note that lemma 2.76 implies that there exists some constant C > 0 such
that for all (t, x) ∈ R+ × Rd it holds that

|∇Ki,j(t, x)| ≤ C
1(

|x|2 + t
) d+1

2

,

and therefore it holds that∫ T

0

∫
Rd
|K̄(t, x)| dxdt ≤ C

∫ T

0

∫
Rd

1(
|x|2 + t

) d+1
2

dxdt ≤ C̃
√
T ,
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where C̃ > 0 and the last inequality has been left as an exercise. It therefore
follows that there exists some constant C̃ > 0 such that for all u, v ∈ XT it
holds that

‖B(u, v)‖XT ≤ C̃
√
T‖u‖XT ‖v‖XT

Thus, if we pick T ∗ = T sufficiently small such that C̃
√
T ∗‖u‖L∞ ≤ 1

4
, we

can apply Lemma 2.78 to obtain the existence of a mild solution u ∈ XT

up to time T ∗. The uniqueness of the mild solution can be obtained by
together individual solutions and the regularity can be proven using Hölder
continuity estimates. �

Remark 2.80 Several remarks are now in order.

• In general, it does not hold that

‖u(t)− u0‖L∞ .

• If T ∗ > 0 is the maximal time of existence, then it can be shown that
there exists some constant ε1 > 0 such that

‖u(t)‖L∞ ≥
ε1√
T ∗ − t

as t→ T ∗−

• Any mild solution u ∈ XT is smooth in (0, T ∗)×Rd with tk/2∇ku(t) ∈
XT .

• The above construction of the mild solution u ∈ XT is completely
independent of the energy identity.

In general, other choices of the space XT are also possible, although the
existence and uniqueness proof for solutions u ∈ XT becomes more involved.
The interested reader can, for example, consult [FK64] and [Kat84].

2.4.1 Blow-up Criteria for Mild Solutions

We briefly discuss (without stating a proof) Serrin’s blow-up criterion [Ser62].

Theorem 2.81 (Serrin) Consider the IVP (2.48), let T, T ∗ ∈ (0,∞), d ∈
N, let u : [0, T ]×Rd → Rd be a mild solution to the IVP (2.48) such that u
blows up at time T ∗, let q > d and let p ≥ 2 be such that

2

p
+
d

q
= 1.
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Then for all τ > 0 it holds that∫ T

T−τ

(∫
Rd
|u(t, x)|q dx

)p/q
dt = +∞

Remark 2.82 In the case of two spatial dimensions, i.e., d = 2, if we
assume that the solution u ∈ XT satisfies the energy identity∫ T

0

∫
Rd
|u(t, x)|4 dxdt ≤ C <∞,

for some constant C, then we can pick q = 4, p = 4 and obtain that the
solution u does not blow-up and T ∗ =∞.

Remark 2.83 As shown recently by Escauriaza, Seregin and Sverak [ESS03]
the choice of d = 3, q = d works as well.

Remark 2.84 A related result is Serrin’s interior regularity theorem [Ser62].
Let u ∈ L∞,2t,x ∩L2

tH
1
x be a weak solution of the incompressible Navier-Stokes

equations and suppose in addition that p, q ∈ N are such that 2
p

+ d
q
< 1 and

also u
inLp,qt,x. Then for each t ∈ [0, T ], it holds that u ∈ C∞(Rd;Rd) and further-
more, if u is strongly differentiable with respect to t, then both u and ∇k

xu
are absolutely continuous with respect to time.

We conclude this section by stating a further improvement of the Serrin
blow-up criterion 2.81.

Theorem 2.85 (Struwe) Consider the IVP (2.48), let T,∈ (0,∞), d ∈ N,
let Ω ⊆ Rd be an open domain and let u : [0, T ]×Ω→ Rd be a mild solution
to the IVP (2.48) on the domain Ω such that one of the following conditions
holds:

1. there exist constants p, q ∈ N such that q > d, 2
p

+ d
q
≤ 1 and such

that u ∈ Lp
(
0, T ;Lq(Rd)

)
;

2. or u ∈ L∞
(
0, T ;Ld(Rd)

)
and there exists some absolute constant ε > 0

such that for all t ∈ [0, T ], there exists R > 0 with the property that∫
BR(x)∩Ω

|u(t, x)|d dx ≤ ε.

Then the solution u ∈ L∞
(
[0, T ]× Ω

)
.
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Proof (Heuristics) Theorem 2.85 and its proof can be found in [Str88,
Theorem 3.1]. We instead present a heuristic argument.

Let us consider a mild solution u to the IVP (2.48) with initial condition
u0 ∈ L∞(Rd;Rd) ∩ L2(Rd;Rd).
Let (0, T ∗) be the maximal interval of existence of the mild solution and
assume that 0 < T ∗ <∞. Then, Remark 2.80 implies that ‖u(t)‖L∞ →∞
as t→ T ∗−.

Let us therefore consider a sequence of real numbers 0 < M1 < M2 < . . .→
∞ with M1 sufficiently large. For j ∈ N we denote by tj the first time
such that ‖u(tj)‖L∞ takes the value Mj. Next, let xj ∈ Rd be such that
|u(tj, xj)| = Mj. It follows by the definition of the sequence {tj}j∈N that
for all x ∈ Rd, for all j ∈ N and for all t ∈ [0, tj], it holds that

|u(t, x)| ≤Mj.

In addition, it can be shown that the sequence {xj}j∈N. Next, we define for
each j ∈ N the function vj : [−M2

j tj,M
2
j (T ∗ − tj)]× Rd → Rd given by

vj(s, y) =
1

Mj

u
(
tj +

s

M2
j

, xj +
y

Mj

)
.

Clearly, for all s, y ∈ [−M2
j tj, 0]× Rd it holds that

|vj(s, y)| ≤ 1,

and in particular it holds that

|vj(0, 0)| = 1.

Next, let ρ > 0 be a fixed constant. It is possible to use Hölder estimates,
which we do not prove, to conclude that for all (t, x) ∈ [−ρ2, ρ2] × Bρ it
holds that

|vj(t, x)| ≥ 1

2
. �

For clarity of exposition, for each j ∈ N, let Zj denote (tj, xj) and let Qj

denote Qzj ,
ρ
Mj

:= (tj − ρ2

M2
j
, tj) × Bxj ,

ρ
Mj

. Then, we may use rescaling to

conclude that for all (t, x) ∈ Qj it holds that

|u(t, x)| ≥ Mj

2
,
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and therefore there exist constants C, C̃ < 0 such that∫
Qj

|u(t, x)|d+2 dxdt ≥ |Mj

2
|d+2|Qj| ≥ CMd+2

j

ρ2

M2
j

| ρ
Mj

|d ≥ C̃ρd+2.

Next, we can assume without loss of generality (by passing to a subsequence
if necessary) that the sequence {Qj}j∈N is disjoint. It therefore follows that
for all τ > 0 it holds that∫ T

T−τ

∫
Rd
|u|d+2 dxdt ≥

⋃
j∈N

∫
Qj

|u|d+2 dxdt =∞.

Moreover, for q = d+ 2 = p, we obtain for each j ∈ N∫ tj

tj− ρ2

M2
j

(∫
B ρ
Mj

(xj)

|u(t, x)|q dx
)p/q

dt

1/p

≥

∫ tj

tj− ρ2

M2
j

(∫
B ρ
Mj

(xj)

|Mj

2
|q dx

)p/q
dt

1/p

=
Mj

2

(∫ tj

tj− ρ2

M2
j

( ρ
Mj

)d p
q dt
)1/p

=
Mj

2

( ρ
Mj

)d/q( ρ2

M2
j

)1/p
=

1

2
ρ
d
q

+ 2
pM

1− d
p
− 2
p

j =
1

2
ρ.

It therefore follows that

‖u‖Lp,qt,x(QT ) ≥
⋃
j∈N

‖‖Lp,qt,x(Qj) =∞.

The proof is thus complete.
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3 The Incompressible Euler Equations

We recall from Chapter 2 that the incompressible Navier-Stokes equations
for a Newtonian fluid (INS) in non-dimensionalised form are given by

ut + (u · ∇)u+∇p =
1

Re
∆u in Ω× R+, (3.1a)

div u = 0 in Ω× R+. (3.1b)

Here, d ∈ {2, 3} and Ω ∈ Rd is the domain of interest, u ∈ Rd is the velocity
field and ∇p ∈ Rd is the gradient of the scalar pressure field:

u =


u1

u2
...
ud

 , ∇p =


∂x1p
∂x2p

...
∂xdp

 ,
div u and ∆u are the divergence and Laplacian respectively of the velocity
field u and are given by

div u =
d∑
j=1

∂u

∂xj
, ∆u =

d∑
j=1

∂2u

∂x2
j

,

the vector operator (u · ∇)u ∈ Rd is given by

(u · ∇)u =


∑d

i=1 ui∂xiu1∑d
i=1 ui∂xiu2

...∑d
i=1 ui∂xiud

 ,

and we have used the notation ut := ∂u
∂t

, ∂xip := ∂p
∂xi

and ∂xiuj :=
∂uj
∂xi

.
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Note that the only parameter in Equation (3.1) is the Reynolds number

Re =
UL

ν
,

where U and L are reference velocity and length scales respectively and ν
is the kinematic viscosity.

For several flows of interest, the Reynolds number Re is typically very large,
ranging from Re = 105 − 106 for hydrological flows to Re = 1015 − 1020 for
astrophysical flows. It is thus of physical interest to consider flows in the
zero viscosity limit, i.e., in the limit Re→∞.

Let us denote by uRe, solutions of Equation (3.2). Then under the assump-
tion that these solutions are uniformly smooth, it can be shown that

uRe → u as Re→∞, in the appropriate topology,

where u ∈ Rd is the solution to the incompressible Euler equations (ICE)
given by

ut + (u · ∇)u+∇p = 0,

div u = 0.
(3.2)

Note however, that this convergence result, which is based on energy meth-
ods, holds only if the domain Ω = Rd or Ω = Td (i.e., periodic boundary
conditions). Indeed, the result is not necessarily true in the case of non-
trivial bounded domains Ω where the boundary layers play an important
role. Throughout the remainder of this chapter therefore, we assume that
Ω = Rd, i.e., the entire space or Ω = Td, i.e, a domain with periodic
boundary conditions.

Equation (3.2) is the so-called velocity-pressure formulation of the incom-
pressible Euler equations. Note that the pressure term in Equation (3.2) can
be eliminated using the so-called Pressure-Poisson equation (cf., Equation
(2.5)):

−∆p = div
(
(u · ∇)u

)
. (3.3)

In the remainder of this chapter, we study alternative formulations of the
incompressible Euler equations (3.2).
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

3.1 Vorticity-Stream function formulation of the

incompressible Euler equations

Throughout this section, unless stated otherwise, we assume that all asso-
ciated functions including the velocity field are smooth. We now begin by
introducing the vorticity of a velocity field.

Definition 3.1 (Vorticity) Let T ∈ (0,∞], d ∈ {2, 3}, let Ω = Rd or
Ω = Td, and let u : Ω × [0, T ) → Rd be a velocity vector field. Then the
vorticity ω of the velocity u is defined as ω = curlu.

We can now explicitly differentiate Equation (3.2) to obtain

ωt + (u · ∇)ω = (ω · ∇)u, (3.4)

or equivalently,

Dω

Dt
= (ω · ∇)u,

where D
Dt

is the material derivative introduced in Chapter 1.

Of course, depending on whether the spatial dimension d = 2 or d = 3, we
obtain two distinct formulations of Equation (3.4).

3.1.1 Vorticity-Stream function formulation in 2-D

Consider the setting of Definition 3.1, let d = 2 and let Ω = R2. This
implies that our domain is the entire space R2, and the velocity field u is
restricted to a planar flow:

u = (u1, u2, 0),

so that

ω = curlu = (0, 0, ∂x1u2 − ∂x2u1),

and thus, the vorticity ω is a scalar function.

Furthermore, since ω ⊥ u, it is straightforward to show that

(ω · ∇)u ≡ 0 in 2-D.
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

Therefore, the vorticity formulation of the incompressible Euler equations
(3.2) in 2-D is a scalar equation given by

ωt + (u · ∇)ω = 0, (3.5)

or equivalently,

Dω

Dt
= 0.

Next, we introduce streamlines i.e., Lagrangian trajectories (see Section
1.2) as functions X : Ω × R+ → Rd that satisfy the following initial value
problem:

dX
dt

(a, t) = u
(
X (a, t), t

)
, (3.6)

X (a, 0) = a,

where a ∈ Ω.

Clearly, Dω
dt
≡ 0 implies that for all a ∈ Ω it holds that

ω
(
X (a, t), t

)
= ω

(
X (a, 0), 0

)
:= ω0(a), (3.7)

where ω0 : Ω → R is the initial vorticity. In other words, the vorticity
remains constant along particle trajectories in 2-D. This fact considerably
simplifies the analysis of flows in two dimensions. Note that 3-D flows are
considerably more complicated and, as we will discuss in the next section,
the vorticity may not be conserved along particle trajectories.

Unfortunately, Equation (3.5) still involves the unknown velocity field u.
Therefore, in order to solve Equation (3.5), we must eliminate the velocity
term and obtain an evolution equation purely in terms of the vorticity ω.

To this end, we recall that by assumption div u ≡ 0. Hence, by the
Helmholtz-Hodge decomposition theorem 2.8 there exists a (up to an addi-
tive constant) unique divergence-free scalar field ψ : Ω× R+ → R with the
property that

u1 = −∂x2ψ, u2 = ∂x1ψ.

Indeed, an explicit computation shows that divψ ≡ 0.

The function ψ is now known as the stream function. Next, using the
definition of the vorticity in 2-D, we obtain that

ω = ∂x1u2 − ∂x2u1 = ∂2
x1x1

ψ + ∂2
x2x2

ψ = ∆ψ.
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

Hence, the vorticity ω is given by the following Poisson equation:

∆ψ = ω in Ω (3.8)

Under the assumption that all associated functions decay sufficiently fast
as |x| → ∞, the Poisson equation (3.8) can be explicitly solved in terms of
the Green’s function:

ψ(x, t) =
1

2π

∫
Ω

log
(
|x− y|

)
ω(y, t) dy. (3.9)

Moreover, given the definition of u = (u1, u2) and the smoothness assump-
tion, Equation (3.9) can be explicitly differentiated to obtain

u(x, t) =

∫
Ω

K2(x− y)ω(y, t) dy, (3.10)

where the kernel K2 : Ω→ R2 is the function with the property that for all
x = (x1, x2) ∈ Ω it holds that

K2(x) =
1

2π

(
− x2

|x|2
,
x1

|x|2
)
.

Therefore, in view of the preceding calculations, we arrive at the follow-
ing vorticity-stream function formulation for the 2-D incompressible Euler
equation (3.2):

Lemma 3.2 Let T ∈ (0,∞], let d = 2, let Ω = Rd and let u : Ω× [0, T )→
Rd be a velocity vector field with the property that u vanishes rapidly as
|x| → ∞. Then the velocity-pressure formulation of the 2-D incompressible
Euler equations (3.2) is equivalent to the following vorticity-stream function
formulation:

Dω

dt
= ∂tω + (u · ∇)ω ≡ 0 for all (x, t) ∈ Rd × (0, T ),

ω(x, 0) = ω0(x) for all x ∈ Rd,

where the velocity u is given by

u(x, t) =

∫
Ω

K2(x− y)ω(y, t) dy,

with kernel K2 given by

K2(x) =
1

2π

(
− x2

|x|2
,
x1

|x|2
)
.

Moreover, the pressure field p can be obtained by solving the Poisson equa-
tion (3.3).
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

3.1.2 Periodic Boundary Conditions in 2-D

The analysis in Section 3.1.1 was limited to the case of Ω = R2. Let us now
assume that the domain Ω = Td, i.e., we assume a domain with periodic
boundary conditions. Most of the analysis in Section 3.1.1 is still valid and
in particular, it holds that the vorticity ω satisfies the Poisson equation
(3.8) given by

∆ψ = ω in Ω.

Since Ω = Td, we can readily solve Equation (3.8) using Fourier series
expansion. Indeed, let the vorticity ω be given by

ω(x, t) =
∑
k

ω̂k(t)e
2πik·x.

Then the Poisson equation (3.8) has an explicit, periodic solution given by

ψ(x, t) = −
∑
k 6=0

1

4π|k|2
ω̂k(t)e

2πix·k,

provided that the additional constraint∫
Ω

ω dx ≡ 0,

is satisfied. Note that since by definition, the vorticity ω = ∂x1u2 − ∂x2 , u1

and is periodic, this additional constraint is indeed satisfied.

Unfortunately however, the velocity field u = (u1, u2) = (−∂x2ψ, ∂x1ψ), and
it therefore follows that ∫

Ω

u dx = 0.

In other words, the velocity field must necessarily have zero-mean. In order
to consider flows with non-zero mean, we can use the mean-value decom-
position:

u = ū+ ũ,

where

ū =

∫
Ω

u dx, is a constant,
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

and ∫
Ω

ũ dx ≡ 0.

We can now compute the zero-mean velocity field ũ from the stream function
ψ by setting for all (x, t) ∈ Ω× [0, T )

ũ(x, t) =
∑
k 6=0

(−k2, k1)

2πi|k|2
ω̂(k, t)e2πix·k.

We therefore obtain the following lemma regarding the vorticity-stream
function formulation for the 2-D incompressible Euler equation with peri-
odic boundary conditions:

Lemma 3.3 Let T ∈ (0,∞], let d = 2, let Ω = Td, let u0 : Ω → Rd be
an initial velocity field and let u : Ω× [0, T )→ Rd be a velocity vector field
with mean-value decomposition u = ū0 + ũ where ū0 =

∫
Ω
u0 dx, div u ≡ 0.

The the velocity-pressure formulation of the 2-D incompressible Euler equa-
tions (3.2) with periodic boundary conditions is equivalent to the following
vorticity-stream function formulation:

∂tω +
(
(ū0 + ũ) · ∇

)
ω ≡ 0 for all (x, t) ∈ Td × (0, T ),

ω(x, 0) = ω0(x) for all x ∈ Rd,

where the velocity field ũ is given by

ũ(x, t) =
∑
k 6=0

(−k2, k1)

2πi|k|2
ω̂(k, t)e2πix·k. (3.11)

Once again, the pressure field p can be obtained by solving the Poisson
equation (3.3).

3.1.3 Vorticity-Stream function formulation in 3-D

Consider the setting of Definition 3.1, let d = 3 and let Ω = R3. This
implies that our domain is the entire space R3 and the velocity field u is
given by

u = (u1, u2, u3),
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

so that

ω = curlu = (∂x2u3 − ∂x3u2, ∂x3u1 − ∂x1u3, ∂x1u2 − ∂x2u1),

and thus, the vorticity ω is now a vector function.

The vorticity formulation of the incompressible Euler equations (3.2) in 3-D
can then be derived as

ωt + (u · ∇)ω = (ω · ∇)u, (3.12)

ω(x, 0) = ω0(x).

Note that in contrast to the case of two spatial dimensions, the fact that
ω ∈ R3 implies that Equation (3.12) is a system of three equations. Unfor-
tunately, similar to the case of two spatial dimensions, Equation (3.12) also
involves the unknown velocity field u. Therefore, in order to solve Equa-
tion (3.5), we must once again eliminate the velocity term using a suitable
stream function and thus obtain evolution equations purely in terms of the
vorticity ω.

To this end, we recall that by assumption we have

div u ≡ 0, (3.13)

curlu = ω.

The system of Equations (3.12)-(3.13) is overdetermined, and we can once
again appeal to the Helmholtz-Hodge decomposition theorem 2.8. Indeed,
we have the following result [MB02, Proposition 2.16]:

Theorem 3.4 Let T ∈ (0,∞], let d = 3, let Ω = Rd, let u : Ω×[0, T )→ Rd
be a velocity vector field and let ω : [0, T ) → L2(Ω;Rd) be a smooth vector
field. Then

(i) Equation (3.13) has a unique, smooth solution u that vanishes rapidly
as |x| → ∞ if and only if

divω ≡ 0;

(ii) if divω ≡ 0, then the solution u can be determined constructively as

u = − curlψ,

where the vector-stream function ψ solves the following Poisson equa-
tion:

∆ψ = Ω.
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

Moreover, the velocity field u is explicitly given by

u(x, t) =

∫
Ω

K3(x− y)ω(y, t) dy

with the 3× 3 matrix kernel K3 given by

K3(x)h =
1

4π

x× h
|x|3

, ∀ h ∈ R3.

Proof We first recall two vector identities from multi-variable calculus: let
ψ ∈ R3. Then it holds that

div curlψ ≡ 0, (3.14)

− curl curlψ +∇ divψ = ∆ψ.

Let u be the unique, smooth solution to Equation (3.13). Then, clearly

divω = div curlu ≡ 0.

Conversely, let div Ω ≡ 0. Then, by the Helmholtz-Hodge decomposition
theorem 2.8 there exists a unique vector field v ∈ R3 that vanishes rapidly
as |x| → ∞ and with the property that

ω = curlu.

Thus, (i) clearly holds.

Next, consider the Poisson equation given by

∆ψ = ω.

This Poisson equation can also be explicitly solved in terms of the Green’s
function:

ψ(x, t) =
1

4π

∫
Ω

ω(y, t)

|x− y|
dy. (3.15)

Next, let the function ψ∗, ψ̄ be such that

ψ∗ = curl curlψ, ψ̄ = ∇ divψ.
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

Since ω : [0, T )→ L2(Ω;Rd) is smooth and vanishes rapidly as |x| → ∞, it
holds that

ψ∗(x, ·), ψ̄(x, ·) = O(|x|−3) for |x| � 1.

Thus, ψ∗ : [0, T )→ L2(Ω;Rd) and ψ̄ : [0, T )→ L2(Ω;Rd), and moreover by
Equation (3.14) it holds that

ψ∗ + ψ̄ = ω.

Taking the L2 inner product with ψ̄ on both sides of the above equation,
we obtain

(ψ̄, ψ̄) = (ω, ψ̄)− (ψ∗, ψ̄).

Now, observe that

(ω, ψ̄) =

∫
Ω

ω · (∇ divψ) dx

=︸︷︷︸
Integration

by parts

−
∫

Ω

divω divψ dx

≡︸︷︷︸
(3.14)

0.

Similarly, it also holds that

(ψ∗, ψ̄) =−
∫

Ω

curl curlψ · ∇ divψ dx

=︸︷︷︸
Integration

by parts

∫
Ω

div
(

curl curlψ
)

divψ dx

≡︸︷︷︸
(3.14)

0.

Hence, (ψ̄, ψ̄) = 0, and therefore, ψ̄ ≡ 0. Thus, Equation (3.14) implies
that

curl(− curlψ) = ∆ψ = ω.
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

Now, let u = − curlψ. Then, clearly u satisfies Equation (3.13) and more-
over, an explicit form for u can be derived from Equation (3.15) as

u(x, t) =
1

4π

∫
Ω

x− y
|x− y|3

× ω(y, t) dy. (3.16)

The proof is thus complete. �

Theorem 3.4 enables us to re-write the unknown velocity field u that ap-
pears in Equation (3.14) in terms of the vorticity ω. Unfortunately, we
must also eliminate the gradient of the unknown velocity field ∇u. Un-
fortunately, it is not possible to obtain a similar expression for ∇u using
simple differentiation under the integral sign. Indeed, we observe that for
all y ∈ Rd, y 6= x, the term

∇x
x− y
|x− y|3

,

is homogeneous of degree −3 and therefore, the singularity is not integrable
on Ω = R3. Hence, we must instead use distribution theory in order to
compute ∇u.

We first require the following lemma [MB02, Proposition 2.17]:

Lemma 3.5 Let d > 1 be an integer, let K : Rd → R be a locally integrable
function homogeneous of degree 1 − d such that K is smooth away from
x = 0. Then for all j ∈ {1, . . . , d}, the distributional derivative ∂xj of K
is the linear functional ∂xjK with the property that for all φ ∈ C∞0 (Rd) it
holds that

(∂xjK,φ) = −(K, ∂xjφ)

= PV

∫
R
∂xjKφdx− cj(δ0, φ).

Here, δ0 is the Dirac distribution centred at zero, the constant cj is given
by

cj =

∫
|x|=1

K(x)xj ds(x),

and we have used the notation PV
∫
Rd(·) dx to denote the Cauchy principal-

value integral:

PV

∫
Rd
f dx = lim

ε↘0

∫
|x|≥ε

f dx, for all f ∈ L1(Rd).
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

Proof By definition of the distributional derivative, for all j ∈ {1, . . . , d}
and for all φ ∈ C∞0 (Rd) it holds that

−(∂xjK,φ) =

∫
Rd
K∂xjφ dx.

Since K ∈ L1
loc(Rd), the dominated convergence theorem implies that for

all j ∈ {1, . . . , d} and for all φ ∈ C∞0 (Rd) it holds that∫
Rd
K∂xjφ dx = lim

ε↘0

∫
|x|≥ε

K∂xjφ dx

=︸︷︷︸
Green’s
theorem

lim
ε↘0

(
−
∫
|x|≥ε

∂xjKφdx︸ ︷︷ ︸
T1

+

∫
|x|=ε

Kφ
xj
|x|

ds(x)︸ ︷︷ ︸
T2

)
.

By definition, it holds that

lim
ε↘0

T1 = − lim
ε↘0

∫
|x|≥ε

∂xjKφdx = −PV

∫
R
∂xjKφdx.

Moreover, for every ε > 0, we can introduce a change of variables y = x
ε

in
the term T2 to obtain ds(y) = 1

εd−1ds(x) and therefore

T2 =

∫
|x|=ε

K(x)φ(x)
xj
|x|

ds(x) =

∫
|y|=1

K(εy)φ(εy)yjε
d−1 ds(y)

=︸︷︷︸
homogenity

∫
|y|=1

ε1−dK(y)φ(εy)yjε
d−1 ds(y)

=

∫
|y|=1

K(y)φ(εy)yj ds(y).

Finally, taking the limit ε↘ 0, we obtain

lim
ε↘0

T2 = φ(0)

∫
|y|=1

K(y)yj ds(y)

= cj(δ0, φ).

The proof is thus complete. �
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3.1. Vorticity-Stream function formulation of the incompressible Euler equations

We remark that the gradient ∇K is homogeneous of degree −N , has mean-
value zero on the unit sphere and is consequently an example of a singular
integral operator (SIO).

We can now use Lemma 3.5 in order to compute the gradient of the velocity
field given by (3.16). Due to the tedious and lengthy nature of this compu-
tation, we skip the details and instead refer the reader to [MB02, Section
2.4.3]. Eventually, we arrive at the following expression:

[∇u(x, t)]h =− PV

∫
Ω

(
1

4π

ω(y, t)× h
|x− y|3

+
3

4π

((
(x− y)× ω(y, t)

)
⊗ (x− y)

)
h

|x− y|5

)
dy

+
1

3
ω(x)× h, ∀ h ∈ R3. (3.17)

In conclusion, we obtain the following vorticity-stream function formulation
for the 3-D incompressible Euler equation (3.2):

Lemma 3.6 Let T ∈ (0,∞], let d = 3, let Ω = Rd and let u : Ω× [0, T )→
Rd be a velocity vector field with the property that u vanishes rapidly as
|x| → ∞. Then the velocity-pressure formulation of the 3-D incompressible
Euler equations (3.2) is equivalent to the following vorticity-stream function
formulation:

Dω

dt
= ∂tω + (u · ∇)ω = (ω · ∇)u for all (x, t) ∈ Rd × (0, T ), (3.18)

ω(x, 0) = ω0(x) for all x ∈ Rd,

where the velocity u is given by

u(x, t) =
1

4π

∫
Ω

x− y
|x− y|3

× ω(y, t) dy,

and the gradient of the velocity ∇u is defined in the sense of distributions
as

[∇u(x, t)]h =− PV

∫
Ω

(
1

4π

ω(y, t)× h
|x− y|3

+
3

4π

((
(x− y)× ω(y, t)

)
⊗ (x− y)

)
h

|x− y|5

)
dy

+
1

3
ω(x)× h, ∀ h ∈ R3.
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3.2. Lagrangian Reformulation of the Incompressible Euler Equations

Moreover, the pressure field p can be obtained by solving the Poisson equa-
tion (3.3).

3.2 Lagrangian Reformulation of the Incompressible Euler

Equations

Consider the Incompressible Euler equations (3.2). In Section 3.1 we showed
that this velocity-pressure formulation of the incompressible Euler equations
is equivalent to the vorticity-stream function formulation (3.12).

We now introduce a third equivalent reformulation of the Euler equations.
Recall from Section 1.2 and Section 3.1.3 that we can introduce Lagrangian
trajectories as functions X : Ω× R+ → Rd that satisfy the following initial
value problem:

dX
dt

(a, t) = u
(
X (a, t), t

)
, (3.19)

X (a, 0) = a.

Therefore, given an initial vorticity field ω0 : Ω → Rn, where n ∈ {1, 3}, it
is of interest to calculate the rate of change of vorticity along these particle
trajectories:

d

dt
ω
(
X (a, t), t

)
.

To this end, we make use of the following lemma.

Lemma 3.7 Let T ∈ (0,∞], let N ∈ N, let d ∈ {2, 3}, let Ω = Rd, let
u : Ω × [0, T ) → Rd be a smooth velocity vector field with associated flow
map X defined by Equation (3.19) and let h : Ω× [0, T )→ RN be a smooth
vector field. Then

Dh

dt
:= ∂th+ (u · ∇)h = (h · ∇)u (3.20)

⇐⇒ h
(
X (a, t), t

)
= ∇a

(
X (a, t)

)
h0(a), (3.21)

where we have used the notation that h0(a) := h(a, 0) for all a ∈ Ω.

Proof Consider Equation (3.19) and differentiate both sides with respect
to the spatial variable. It follows from the chain rule that the following
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3.2. Lagrangian Reformulation of the Incompressible Euler Equations

matrix equation holds:

d

dt
∇aX (a, t) = ∇au

(
X (a, t), t

)
: ∇aX (a, t). (3.22)

Using the notation that ∇au
(
X (a, t), t

)
:= (∇u)|X (a,t) and multiplying both

sides of Equation (3.22) with the vector h0(a) we obtain

d

dt
∇aX (a, t)h0(a) = (∇u)|X (a,t)∇aX (a, t)h0(a). (3.23)

Moreover, if h satisfies Equation (3.20), it holds that

Dh

dt
= h · ∇u,

and therefore it follows that

d

dt
h
(
X (a, t), t

)
= (∇u)|X (a,t)h

(
X (a, t), a

)
. (3.24)

Thus, both h and ∇a

(
X (a, t)

)
h0(a) satisfy the same linear ordinary dif-

ferential equation (3.23) and (3.24) with the same initial datum h0(a). It
therefore follows from uniqueness of solutions to ODEs that for all a ∈ Ω
and for all t ∈ [0, T ) it holds that h

(
X (a, t), t

)
= ∇aX (a, t)h0(a). Since

these last step are reversible, the proof is complete. �

Some remarks are now in order.

Remark 3.8 Given a 3-D flow map X , the gradient ∇aX (a, t) is a matrix
defined as

∇aX (a, t) =


X1(a,t)
da1

X1(a,t)
da2

X1(a,t)
da3

X2(a,t)
da1

X2(a,t)
da2

X2(a,t)
da3

X3(a,t)
da1

X3(a,t)
da2

X3(a,t)
da3



=

X
1
a1
X 1
a2
X 1
a3

X 2
a1
X 2
a2
X 2
a3

X 3
a1
X 3
a2
X 3
a3

 ,
where we have used the notation that X := (X1,X2,X3) and a := (a1, a2, a3).
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Note that since div u=0, it can be shown that the determinant of the above
matrix det∇aX (a, t) ≡ 1 for all a ∈ Ω and for all t ∈ [0, T ). We leave this
proof as an exercise.

Moreover, without loss of generality, we may assume that the above matrix
has three complex eigenvalues denoted by λ, λ−1 and 1, with |λ| ≥ 1.

Remark 3.9 In the context of Lemma 3.7, we may, in particular, take
h = ω. The vorticity ω satisfies Equation (3.20) and therefore also satisfies
Equation (3.21). It follows that for all a ∈ Ω and for all t ∈ [0, T ) the
vorticity satisfies the equation

ω
(
X (a, t), t

)
= ∇aX (a, t)ω0(a). (3.25)

Hence, along streamlines X (a, t), the vorticity is stretched by a factor ∇aX (a, t).
In view of Remark 3.8, when ω0 is aligned with the complex eigenvector as-
sociated with the eigenvalue λ, the vorticity is amplified by the flow.

Remark 3.10 For 2-D flows, the situation is much simpler. Indeed, we ob-
serve that in two-spatial dimensions, the initial vorticity is given by ω(a) =
(0, 0, ω3(a)) and the gradient of the flow map X is given by

∇aX (a, t) =

X
1
a1
X 1
a2

0

X 2
a1
X 2
a2

0

0 0 1

 .
Therefore, the vorticity evolution equation (3.25) simply reduces to

ω
(
X (a, t), t

)
= ω0(a). (3.26)

Thus, for 2-D flows, vorticity is preserved along the streamlines.

Equation (3.25) lies at the heart of the so-called Lagrangian reformulation
of the incompressible Euler equations (3.2). Indeed, let us consider the case
of three spatial dimensions, i.e., d = 3. We recall from Section 3.1.3 that
the velocity field u is given by the integral equation

u(x, t) =

∫
Ω

K3(x− y)ω(y, t) dy,

with kernel K3 given by

K3(x)h =
1

4π

x× h
|x|3

, ∀ h ∈ R3. (3.27)
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Let us now rewrite this expression for the velocity by introducing the change
of variables y = X (a′, t). We thus obtain

u(x, t) =

∫
Ω

K3

(
x−X (a′, t)

)
ω
(
X (a′, t), t

)
da′,

and Equation (3.25) therefore implies that

u(x, t) =

∫
Ω

K3

(
x−X (a′, t)

)
∇aX (a′, t)ω0(a′) da′.

Hence, we arrive at the following Lagrangian reformulation of the 3-D in-
compressible Euler equations (3.2):

dX (a, t)

dt
=

∫
Ω

K3

(
X (a, t)−X (a′, t)

)
∇aX (a′, t)ω0(a′) da′, (3.28)

X (a, 0) = a.

Equation (3.28) is an integro-differential equation for the Lagrangian tra-
jectories generated by the flow-map X and is completely equivalent to the
velocity-pressure formulation of the Euler equations (3.2). A detailed proof
of this fact can, e.g., be found in [MB02, Proposition 2.23]

3.2.1 Classical Solutions to the Incompressible Euler Equations

Throughout this section, unless stated otherwise, we restrict out attention
to the case of three-dimensional flows. We have previously shown in Sec-
tion 3.2 that the Lagrangian reformulation of the 3-D incompressible Euler
equation is given by Equation (3.28):

dX (a, t)

dt
=

∫
R3

K3

(
X (a, t)−X (a′, t)

)
∇aX (a′, t)ω0(a′) da′

X (a, 0) = a.

Observe that Equation (3.28) can be rewritten as a non-linear ordinary
differential equation on an infinite-dimensional space as

dX (a, t)

dt
= F

(
X (a, t), t

)
, (3.29)

X (a, 0) = a,
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where the non-linear mapping F is given by

F
(
X (a, t)

)
=

∫
R3

K3

(
X (a, t)−X (a′, t)

)
∇aX (a′, t)ω0(a′) da′.

Our goal is now to show that there exists some infinite-dimensional Banach
Space B such that F is a locally Lipschitz continuous function on B or
some subset of B. This will allow us to appeal to classical existence and
uniqueness theory for ODEs to prove the existence of a local in time solution
of Equation (3.29). In particular, we intend to use the following version of
the Picard existence theorem for Banach spaces:

Theorem 3.11 Let B be a Banach space, let O ⊆ B be an open set and let
F be a non-linear operator satisfying the following conditions:

• F : O → B;

• F is locally Lipschitz continuous on O, i.e., for every X ∈ O, there
exists some constant L > 0 and an open set VX ⊂ O such that for all
X̄, X̂ ∈ VX it holds that

‖F (X̄)− F (X̂)‖B ≤ L‖X̄ − X̂‖B.

Then for any X0 ∈ O, there exists a time T > 0 such that the ODE

dX (t)

dt
= F (X (t)), (3.30)

X|t=0 = X0,

has a unique local solution X ∈ C1
(
(−T, T );O

)
.

Proof This theorem can, for example, be found in [MB02, Theorem 3.1].
The reader is referred to [Har82] for a proof. �

Clearly, in order to apply Theorem 3.11 to Equation (3.29), we must first
choose an appropriate Banach space B and an open set O ⊂ B such that
conditions of the theorem are satisfied. In particular, for any t > 0, the
open set O must contain all maps X (·, t) : R3 → R3 that are injective and
surjective, including the identity map. Moreover, the Banach space B must
be such that F is locally Lipschitz continuous on O ⊆ B.

105



3.2. Lagrangian Reformulation of the Incompressible Euler Equations

The Choice of the Banach space B:

First, note that since the non-linear mapping F appearing in Equation
(3.29) explicitly contains the gradient term ∇aX , we may naively assume
that it suffices to set the Banach space B = C1(R3;R3), i.e., the space of
all bounded and continuously differentiable functions. Unfortunately, this
choice of B does not work for two reasons. First, observe that if X ∈
C1(R3;R3) is injective and surjective, then X cannot be bounded. Second,
note that the non-linear mapping F contains the gradient ∇aX , which, as
discussed in Section 3.1.3, is a singular integral operator (SIO). Such SIOs
do not map the class of bounded functions to itself and instead map the set
of L∞ functions to the larger set of functions with bounded mean oscillation
(BMO). This implies that the non-linear mapping F is not bijective on
B = C1(R3;R3).

It turns out that the correct choice is a class of Hölder continuous functions.
Indeed, we define the set B as

B =
{
X : R3 → R3 and |X |1,γ <∞ for γ ∈ (0, 1)

}
, (3.31)

where the norm | · |1,γ is defined as

|X |1,γ = |X (0)|+ |∇aX|0 + |∇aX|γ,

and we have used the usual notation that

|X (a)|0 = sup
a∈R3

|X (a)|,

and

|X (a)|γ = sup
a,a′∈R3

a6=a′

|X (a)−X (a′)|
|a− a′|γ

,

define the supremum norm and the Hölder norm respectively.

It can be shown that the space B defined above is a complete, normed-
vector space and thus indeed a Banach space. Furthermore, as we discuss
below, this choice of the Banach space B satisfies our needs and will allow
us us to apply Theorem 3.11 to obtain local in time existence of solutions
to Equation (3.29).
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The Choice of the Open Subset O ⊆ B:

In order to apply the Picard existence Theorem 3.11, we must select an
open set O ⊆ B such that the identity map, which is the initial condition
of ODE (3.29), is contained in O and moreover, the non-linear mapping F
is locally Lipschitz continuous on O.

As mentioned in Remark 3.8, the incompressibility constraint div u = 0
implies that ∇aX ≡ 1 for all a ∈ R3. Unfortunately, this condition is too
restrictive as it defines a hyperplane of functions in the Banach space B,
whereas we would like to find an open set. Thus, we instead define for every
M > 0 the set OM given by

OM =

{
X ∈ B : inf

a∈R3
det∇aX (a) >

1

2
and |X|1,γ < M for γ ∈ (0, 1)

}
.

It can then be shown (see, e.g., [MB02, Proposition 4.1]) that for any M > 0
and for any γ ∈ (0, 1), the set OM is non-empty, open and consists of
bijective mappings (homeomorphisms) of R3 onto R3.

We can now apply the Picard existence theorem 3.11 to Equation (3.29).
We therefore obtain the following local existence and uniqueness theorem
(due to Leon Lichtenstein) for solutions to the initial value problem (3.29).

Theorem 3.12 Let the kernel K3 be defined by Equation (3.27), let γ ∈
(0, 1) and let ω0 ∈ C0,γ(R3;R3) be a compactly supported function. Then,
for any M > 0, there exists some time T (M) > 0 and a unique solution

X ∈ C1
(
(−T (M), T (M));OM

)
to the initial value problem

dX (a, t)

dt
=

∫
Ω

K3

(
X (a, t)−X (a′, t)

)
∇aX (a′, t)ω0(a′) da′,

X (a, 0) = a,

and by extension to the incompressible Euler equations (3.2).

Proof (Sketch) Theorem 3.12 and its proof can be found in [MB02, The-
orem 4.2]. We present here a sketch of the proof.

Our aim is to demonstrate that the mapping F : OM → B defined by (3.29)
is both bounded and locally Lipschitz continuous. To this end, for clarity

107



3.2. Lagrangian Reformulation of the Incompressible Euler Equations

of exposition we suppress the time-dependence of the function F and we
write for each X ∈ OM

F (X ) =

∫
R3

K3

(
X (a)−X (ā)

)
∇aX (ā)ω0(ā) dā.

Furthermore, we introduce a change of variables by defining

x = X (a), x̄ = X (ā),

a = X−1(x), ā = X−1(x̄).

The fact that the flow-map X ∈ OM is a homeomorphism implies that
this change of variables is well-defined. It therefore follows that for each
X ∈ OM it holds that

F (X ) =

∫
R3

K3

(
X (X−1(x))− x̄

)
∇aX (X−1(x̄))ω0(X−1(x̄))det

(
∇xX−1(x̄)

)
dx̄.

Thus, using ◦ to denote function decomposition, we may write the mapping
F in the compact form

F (X ) = (K3f) ◦ X−1,

where

K3f(x) =

∫
R3

K3(x− x̄)f(x̄) dx̄,

and

f(x̄) = ∇aX (ā)ω0(ā)det
(
∇xX−1(x̄)

)
.

A straightforward calculus identity then yields that there exists some con-
stant C > 0 such that for all X ∈ OM and γ ∈ (0, 1) it holds that

|F (X )|1, γ ≤ |K3f |1,γ|X−1|1,γ ≤ C|K3f |1,γ|X |21,γ.

Hence, it remains to bound the term |K3f |1,γ.
We recall that K3f is a solution to the Poisson equation

∆(K3f) = f,
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and therefore by the Schauder estimates of potential theory, for every α ∈
(0, 1) there exists some constant C̃ > 0 such that

‖K3f‖C2,α ≤ C̃‖f‖0,α,

and a slight modification of this argument yields that for for every α ∈ (0, 1)
there exists some constant C̄ > 0 such that

|K3f |1,α ≤ C̄‖f‖0,α. (3.32)

It therefore suffices to bound the term ‖f‖0,α. By definition, for all α ∈
(0, 1) it holds that

‖f‖0,α = ‖∇aX (X−1)ω0(X−1)det(∇xX−1)‖0,α.

Two simple calculus identities imply for every α ∈ (0, 1), the existence of
constants C1, C2 > 0 such that

‖f ◦ X−1‖0,α ≤ ‖f‖0,α

(
1 + C‖X‖α(2d−1)

1,α

)
,

‖∇aX−1‖0,α ≤ C|X |2d−1
1,α .

and hence for every α ∈ (0, 1) there exists a constant C > 0 such that

‖f‖0,α ≤ ‖∇aX‖0,α‖ω0‖0,α

(
1 + C‖X‖α(2d−1)

1,α

)
|X |2d−1

1,α .

Since each term in the above inequality is finite, we conclude that for all
X ∈ OM and γ ∈ (0, 1) it holds that

|F (X )|1,γ <∞.

Next, we must prove that the mapping F : OM → B is locally Lipschitz
continuous. Note that if the Fréchet derivative F ′(X ) is bounded for all
X ∈ OM , then the mean-value theorem implies that for all X̃ , X̄ ∈ OM and
all γ ∈ (0, 1) it holds that

|F (X̃ )− F (X̄ )|1,γ =

∣∣∣∣∫ 1

0

d

dε
F
(
X̃ + ε(X̄ − X̃ )

)
dε

∣∣∣∣
1,γ

≤
∫ 1

0

∣∣F ′(X̃ + ε(X̄ − X̃ )
)∣∣

1,γ
dε|X̃ − X̄ |1,γ,
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and thus F is indeed locally Lipschitz continuous on OM . Therefore, it is
sufficient to show that the Fréchet derivative F ′ is a bounded linear operator
on OM . To this end, observe that for all X , Y ∈ OM it holds that

F ′(X )Y =
d

dε
F (X + εY )|ε=0

=
d

dε

∫
R3

K3

(
X (a)−X (ā) + ε

(
Y (a)− Y (ā)

))
· ∇a

(
X (ā) + εY (ā)

)
ω0(ā) dā

∣∣∣
ε=0

=

∫
R3

K3

(
X (a)−X (ā)

)
∇aY (ā)ω0(ā) dā︸ ︷︷ ︸

:=T1

+

∫
R3

∇K3

(
X (a)−X (ā)

)(
Y (a)− Y (ā)

)
∇aX (ā)ω0(ā) dā︸ ︷︷ ︸

:=T2

.

We must now estimate each term T1, T2 separately. First, we observe that
the term T1 can be written as

T1 =
(
K3∇aY ω0

)
◦ X−1,

and therefore can be estimated using the potential theory estimate (3.32).
Indeed, we obtain that for any γ ∈ (0, 1) there exists some constant C > 0
such that for all X , Y ∈ OM it holds that

|T1|1,γ ≤ C‖ω0‖0,γ|Y |1,γ

The term T2 can similarly be estimated using results from potential theory.
We omit this proof due since it is significantly more technical but a detailed
argument can, for example, be found in [MB02, Appendix]. We eventually
obtain that for any γ ∈ (0, 1) there exists some constant C̃ > 0 such that
for all X , Y ∈ OM it holds that

|T2|1,γ ≤ C̃‖ω0‖0,γ|Y |1,γ

We therefore conclude that for any γ ∈ (0, 1) there exists some constant
C̄ > 0 such that for all X , Y ∈ OM it holds that

|F ′(X )Y |1,γ ≤ C‖ω0‖0,γ|Y |1,γ.

Thus the Fréchet derivative F ′ : OM → B is a bounded linear operator and
therefore F is locally Lipschitz continuous. The proof is thus complete. �
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3.2.2 Global Existence of Classical Solutions

Throughout this section, unless stated otherwise, we restrict out attention
to the case of three-dimensional flows. In Section 3.2.1, we established the
existence of a local unique solution to the Lagrangian formulation of the
3-D incompressible Euler equations (3.28). We now discuss the existence of
global solutions to the IVP (3.28).

As in standard ODE theory, we can obtain global in time existence of
solutions if there is no blow-up and no continuation of solutions outside the
open set of local existence. We shall make use of the following abstract
theorem:

Theorem 3.13 (Continuation Theorem) Let T ∈ (0,∞], let B be a
Banach space, let O ⊂ B be an open set, let F : O → B be a locally Lipschitz
continuous mapping and let X ∈ C1

(
[0, T ];O

)
be the unique solution of the

following initial value problem involving the autonomous ODE:

dX
dt

= F (X ),

X|t=0 = X0 ∈ O.

Then one of the following must hold:

1. X is a global in time solution, i.e., T =∞;

2. T <∞ and the solution X (t) leaves the open set O as t↗ T .

Proof A proof of Theorem 3.13 can be found in any standard text on ODE
theory such as, for example, [LL72, Page 161]. �

We can now apply Theorem 3.13 to the IVP (3.29) to obtain the following
celebrated result, which is due to Beale, Kato and Majda [BKM84]:

Theorem 3.14 (Beale-Kato-Majda) Let γ ∈ (0, 1), let ω0 : R3 → R3 be
a compactly supported function such that ‖ω0‖0,γ <∞, let ω be a solution to
the vorticity-stream function formulation of the incompressible Euler equa-
tions (3.18) with initial datum ω0 on some time interval and let |ω(·, s)|0
denote that C0-norm at time s of the solution ω.

1. Suppose that for every T > 0, there exists a constant M1 > 0 such
that the vorticity ω satisfies the bound∫ T

0

|ω(·, s)|0 ds ≤M1.
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Then for any T > 0 there exists a constant M > 0 such that the
solution to the Lagrangian formulation of the incompressible Euler
equations (3.29) X ∈ C1

(
[0, T ];OM

)
. In other words, the solution X

exists globally in time.

2. Suppose that for any M > 0 there is a finite maximal time T (M) > 0
of existence of solutions X ∈ C1

(
[0, T (M)];OM

)
to the Lagrangian

formulation of the incompressible Euler equations (3.29) and further
that limM→∞ T (M) = T∞ <∞. Then it holds that

lim
t↗T ∗

∫ t

0

|ω(·, s)|0 ds =∞.

In other words, either the time-integrated vorticity blows up or there is a
global in time classical solution to the incompressible Euler equations.

Proof (Sketch) A detailed proof of Theorem 3.14 can, for example, be
found in [MB02, Theorem 4.3]. We present here a sketch of the proof.

Our aim is to apply Theorem 3.13 to the IVP (3.29) involving the Lagrani-
gian formulation of the incompressible Euler equations. To this end, we
must show that for any γ ∈ (0, 1) there exists some constant M > 0 such
that the solution X to (3.29) satisfies the bound

|X |1,γ ≤M.

We proceed in two steps.

Step 1:

Let T > 0. We first show that for any γ ∈ (0, 1), it holds that |X (·, t)|1,γ is
a priori bounded on the time interval [0, T] provided that for all t ∈ [0, T ]
there is an a priori bound on∫ t

0

|∇u(·, s)|0 ds.

We recall that the solution X satisfies the ordinary differential equation

dX (a, t)

dt
=

∫
R3

K3

(
X (a, t)−X (ā, t)

)
∇aX (ā, t)ω0(ā) dā (3.33)

= u(X (a, t), t).

112



3.2. Lagrangian Reformulation of the Incompressible Euler Equations

Differentiating both sides of the above equation, we obtain

d

dt
∇aX (a, t) = ∇u

(
X (a, t), t

)
∇aX (a, t). (3.34)

Schauder estimates from potential theory then imply that for each t ∈ [0, T ]
there exists some constant C̄ > 0 such that

|u(·, t)|0 ≤ C̄R(t)|ω(·, s)|0,

where R(t)3 is the measure of the support of the vorticity ω at time t. By
assumption, the initial vorticity is compactly supported and the flow map
X is volume preserving. It follows that R(t) is independent of t and is thus
a constant. Hence, we obtain that there exists some constant C > 0 such
that for all t ∈ [0, T ] it holds that

|u(·, t)|0 ≤ C|ω(·, s)|0. (3.35)

The mean-value theorem implies that for each t ∈ [0, T ] it holds that

X (0, t)−X (0, 0)︸ ︷︷ ︸
=0

=

∫ t

0

dX
dt

(0, s) ds

=

∫ t

0

u
(
X (0, s), s

)
ds,

and therefore there exists a constant C > 0 such that for all t ∈ [0, T ] it
holds that

|X (0, t)| ≤
∫ t

0

|u(·, s)|0 ds ≤ C

∫ t

0

|ω(·, s)|0 ds.

Note that Equation (3.34) implies that for each t ∈ [0, T ] it holds that

d

dt
|∇aX (·, t)|0 ≤ |∇u(·, t)|0|∇aX (·, t)|0,

and thus, using Gronwall’s inequality, we obtain that for each t ∈ [0, T ] it
holds that

|∇aX (·, t)|0 ≤ exp
(∫ t

0

|∇u(·, s)|0 ds
)
. (3.36)
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Next, let γ ∈ (0, 1). Then Equation (3.34) implies that for each t ∈ [0, T ]
it holds that

d

dt
|∇aX (·, t)|γ ≤|∇u

(
X (·, t), t

)
|γ|∇aX (·, t)|0 + |∇u(·, t)|0|∇aX (·, t)|γ

≤|∇u(·, t)|γ|∇aX (·, t)|1+γ
0 + |∇u(·, t)|0|∇aX (·, t)|γ,

where the second inequality follows from the following simple calculus iden-
tity for smooth functions f : R3 → R3:

|f ◦ X |γ ≤ |f |γ|∇aX|γ0 .

Inequality (3.36) can be used together with the following Schauder estimate:
there exists some constant C > 0 such that for all t ∈ [0, T ] it holds that

|u(·, t)|γ ≤ C|ω(·, s)|γ,

to obtain that for all t ∈ [0, T ] it holds that

d

dt
|∇aX (·, t)|γ ≤ C|ω(·, t)|γ exp

(
(1 + γ)

∫ t

0

|∇u(·, s)|0 ds
)

(3.37)

+ |∇u(·, t)|0|∇aX (·, t)|γ.

The next step is so estimate the vorticity term |ω(·, t)|γ in terms of |∇v(·, t)|0.
We require the following lemma:

Lemma 3.15 Let γ ∈ (0, 1), let T > 0, let ω0 ∈ C0,γ(R3;R3), let the func-
tion ω : R3 × [0, T ] → R3 satisfy the vorticity-stream function formulation
of the 3-D incompressible Euler equations given by

dω

dt
+ (u · ∇)ω = (ω · ∇)u,

and let X : R3 × [0, T ] → R3 be the flow-map associated with the velocity
field u that satisfies Equations (3.33) and (3.34). Then there exists some
constant C0 > 0 such that for all t ∈ [0, T ] it holds that

|ω(·, t)|γ ≤ |ω0|γ exp

(
(C0 + γ)

∫ t

0

|∇u(·, s)|0 ds
)
.

Proof This lemma and its proof can, for example be found in [MB02,
Lemma 4.8]. �
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We can now apply Lemma 3.15 to Inequality (3.37) to obtain the existence
of constants C0, C1 > 0 such that for all t ∈ [0, T ] it holds that

d

dt
|∇aX (·, t)|γ ≤ C0|ω0|γ exp

(
C1

∫ t

0

|∇u(·, s)|0 ds
)

+ |∇u(·, t)|0|∇aX (·, t)|γ.

Gronwall’s lemma then implies that there exist constants C0, C1 > 0 such
that for all t ∈ [0, T ] it holds that

|∇aX (·, t)|γ ≤C0|ω0|0t exp
(
C1

∫ s

0

|∇u(·, s)|0 ds
)

(3.38)

·
∫ t

0

exp
( ∫ s

0

|∇u(·, τ)|0 dτ
)
ds. (3.39)

Thus, if
∫ t

0
|∇u(·, s)| ds < ∞ for all t ∈ [0, T ], then the gradient term

|∇aX (t)|1,γ is a priori bounded, and it follows that |X |1,γ is also bounded.

Step 2:

The next step is to show that for each t ∈ [0, T ] the gradient term
∫ t

0
|∇u(·, s)| ds

can be controlled by the vorticity term
∫ t

0
|ω(·, s)|0 ds. This proof is highly

technical and makes use of the representation formula (3.17) for the gradi-
ent of the velocity field u. The final result is that there exists a constant
C = C(ω0) such that for all t ∈ [0, T ] it holds that

1 +

∫ t

0

|∇u(·, s)|0 ds ≤ exp
(
C(ω0)

∫ t

0

|ω(·, s)|0 ds
)
.

This last inequality combined with Inequality (3.38) completes the proof.�

An immediate consequence of the Beale-Kato-Majda theorem 3.14 is the
global existence of classical solutions to the incompressible Euler equations
(3.29) in two spatial dimensions.

Theorem 3.16 Let γ ∈ (0, 1), let the Banach space B be defined by (3.31)
and consider the vorticity-stream function formulation of the incompressible
Euler equations in two-spatial dimensions (3.5), with compactly supported
initial vorticity ω0 such that ‖ω0‖γ <∞. Then there exists a unique global
solution X (·, t) ∈ C1

(
[0,∞);B

)
to the corresponding Lagrangian formula-

tion of the incompressible Euler equation (3.29) for all time t ∈ [0,∞).
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3.3. Weak Solutions of the 2-D Incompressible Euler Equations

Proof Let T > 0. We recall that in the case of two spatial dimensions,
the vorticity ω is preserved along the Lagrangian trajectories, i.e., for all
a ∈ R2, t ∈ [0, T ] it holds that

ω
(
X (a, t), t

)
= ω0(a).

Hence, for all t ∈ [0, T ] it holds that

|ω(·, t)|0 ≡ |ω0|0,

and thus ∫ T

0

|ω(·, s)|0 ds ≤ |ω0|0T.

We can therefore apply the Beale-Kato-Majda theorem 3.14 in order to
obtain global existence of a unique classical solution. �

Remark 3.17 Note that the hypothesis of the Beale-Kato-Majda theorem
3.14 requires some regularity constraint on the initial vorticity. However,
many two-dimensional flows involve initial vorticities with significantly less
regularity, such as so-called vortex patches

(
ω0 ∈ L∞(R2)

)
or so-called

shear layers (the initial vorticity is a measure). In such cases, we can-
not apply Theorem 3.14, and we therefore consider these flows in the next
chapter.

3.3 Weak Solutions of the 2-D Incompressible Euler

Equations

We have thus far discussed three equivalent formulations of the incompress-
ible Euler equations in two spatial dimensions:

1. Velocity-pressure formulation (3.2):

ut + (u · ∇)u+∇p = 0 in R2 × (0, T ],

div u = 0 in R2 × (0, T ],

u(x, 0) = u0(x) in R2;

(3.40)
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2. Vorticity-stream function formulation (3.5):

Dω

Dt
:= ωt + (u · ∇)ω = 0 in R2 × (0, T ],

ω(x, 0) = ω0(x) in R2,

u(x, t) =

∫
R2

K(x− y)ω(y, t),

K(x) =
1

2π

(
− x2

|x|2
,
x1

|x|2
)

;

(3.41)

3. Lagrangian formulation (3.29):

dX (a, t)

dt
= u

(
X (a, t), t

)
,

X (a, 0) = a,

u
(
X (a, t), t

)
=

∫
R2

K
(
X (a, t)−X (ā, t)ω0(ā) dā

)
,

K(x) =
1

2π

(
− x2

|x|2
,
x1

|x|2
)

;

(3.42)

In Section 3.2, we studied the well-posedness of the classical solutions to
the incompressible Euler equations (3.41) and (3.42) under the assumption
that the initial data ω0 was sufficiently smooth. We are now interested in
problems with weaker regularity constraints on the initial data ω0, such as,
for example, vortex patches corresponding to

ω0 ∈ L1(R2) ∩ L∞(R2).

As is usual in such cases, we will consider weak solutions to the incompress-
ible Euler equations (3.41). To this end, consider the following calculation:
let T > 0 and let φ ∈ C1

(
R2×[0, T ]

)
be a test function compactly supported

in space. Then it holds that

d

dt

∫
R2

φ(x, t)ω(x, t) dx =

∫
R2

D

Dt

(
φω
)
dx =

∫
R2

ω
Dφ

Dt
dx+

∫
R2

φ
Dω

Dt
dx.

Note that if ω solves the initial value problem (3.41) in the classical sense,
then the right-hand side of the above equation is identically equal to zero.
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Integrating the above equation on the interval [0, T ], we obtain∫
R2

φ(x, T )ω(x, T ) dx−
∫
R2

φ(x, 0)ω(x, 0) dx

=

∫ T

0

∫
R2

ω
(
φt + u(·∇)φ

)
dxdt. (3.43)

Equation (3.43) therefore suggests the following definition of a weak solution
to the incompressible Euler equations (3.41):

Definition 3.18 Let T > 0, let ω0 ∈ L1(R2)∩L∞(R2), let ω : R2× [0, T ]→
R and u : R2 × [0, T ]→ R2 be functions with the property that

1. ω ∈ L∞
(
[0, T ];L1(R2) ∩ L2∞(R2)

)
;

2. u = k ∗ ω, ω = curlu;

3. for all test functions φ ∈ C1
(
[0, T ];C1

0(R2)
)

it holds that∫
R2

φ(x, T )ω(x, T ) dx−
∫
R2

φ(x, 0)ω(x, 0) dx

=

∫ T

0

∫
R2

ω
(
φt + u(·∇)φ

)
dxdt.

Then, we say that (ω, u) is a weak solution to the vorticity-stream function
formulation of the incompressible Euler equations (3.41) with initial datum
ω0.

Exercise 3.19 Show that

1. every smooth solution ω of the IVP (3.41) is also a weak solution of
the IVP (3.41);

2. if (ω, u) is a C1-weak solutions, then both ω and u are smooth func-
tions.

We now have the following existence result for weak solutions to the IVP
(3.41):

Theorem 3.20 Let ω0 ∈ L1(R2)∩L∞(R2). Then there exists a weak solu-
tion (ω, u) to the vorticity-stream function formulation of the incompressible
Euler equations (3.41) in the sense of Definition 3.18 for all time t ∈ [0,∞).
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3.3. Weak Solutions of the 2-D Incompressible Euler Equations

Proof The proof of Theorem 3.20 is based on the use of mollifiers. We will
proceed in three steps.

1. We will construct a sequence of approximate solutions with the desired
properties;

2. we will extract a convergent subsequence from this sequence of func-
tions;

3. we will show that the limit of the subsequence is a weak solution to
IVP (3.41).

Step 1:

Let ε > 0 and let ρ ∈ C∞0 (R2) be a non-negative smooth function with the
property that ∫

R2

ρ dx = 1.

We denote by ωε0 the mollification of the initial data ω0 with ρε:

ωε0 := ρε ∗ ω0 =
1

ε2

∫
R2

ρε
(x− y

ε

)
ω0(y) dy.

It is then straightforward to check that

‖ωε0‖L∞ ≤ ‖ω0‖L∞ ,
‖ωε0‖L1 ≤ ‖ω0‖L1 , (3.44)

lim
ε→0
‖ωε0 − ω0‖L1 = 0.

Next, observe that for any given ε > 0, the function ωε0 ∈ C∞0 (R2) and thus,
Theorem 3.16 implies the existence of a global smooth solution (uε, ωε) for
all times T > 0 such that uε = K ∗ ωε with K defined by Equation (3.41).

It follows that (uε, ωε) is also a weak solution to IVP (3.41) and for all test
functions φ ∈ C1

(
[0, T ];C1

0(R2)
)

it holds that∫
R2

φ(x, T )ωε(x, T ) dx−
∫
R2

φ(x, 0)ωε0(x) dx (3.45)

=

∫ T

0

∫
R2

ωε
(
φt + uε(·∇)φ

)
dxdt. (3.46)
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Next, we prove some useful estimates on the approximate solutions ωε and
uε. We introduce the mixed norm ‖| · |‖ : L1(R2) ∩ L∞(R2) → R+ as the
function with the property that for all g ∈ L1(R2) ∩ L∞(R2) it holds that

‖|g|‖ = ‖g‖L1 + ‖g‖L∞ .

It can then be shown that there exists some constant C > 0 such that for
all t ∈ [0,∞) it holds that

‖uε(·, t)‖L∞ ≤ C‖|ωε(·, t)|‖ ≤ C‖|ω0|‖. (3.47)

Indeed, observe that the regularised vorticity ωε is preserved along the La-
grangian trajectories X : R2 × R+ → R2:

ωε
(
X (a, t), t

)
= ωε0(a) ∀ a ∈ R2,

and it is therefore an easy exercise to show that there exists some constant
C1 > 0 such that for all t ∈ [0,∞) it holds that

‖|ωε(·, t)|‖ ≤ C1‖|ωε0|‖ ≤ C1‖|ω0|‖.

Next, note that by definition the regularised velocity field is given by

uε(x, t) =

∫
R2

K(x− y)ωε(y, t) dy.

Let ρ̄ ∈ C∞0 (R2) be a cutoff function defined by

ρ̄(x) =

{
1 if |x| ≤ 1,

0 if|x| ≥ 2.
(3.48)

It follows that

uε(x, t) =

∫
R2

ρ̄(x− y)K(x− y)ωε(y, t) dy︸ ︷︷ ︸
:=uε1

+

∫
R2

(1− ρ̄(x− y))K(x− y)ωε(y, t) dy︸ ︷︷ ︸
:=uε2

.

Using the fact that there exists a constant C2 > 0 such that for all x ∈
R2, x 6= 0 it holds that

|K(x)| ≤ C2

|x|
,
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together with Young’s inequality, we obtain the existence of a constant
K > 0 such that for all t ∈ [0,∞) it holds that

‖uε(·, t)‖L∞ ≤ ‖ωε(·, t)‖L∞‖ρ̄K‖L1 + ‖(1− ρ̄)K‖L∞‖ωε(·, t)‖L1

≤ K‖|u(·, t)|‖,

thus proving Inequality (3.47).

Step 2:

The next step is to extract suitable subsequences (uε
′
), (ωε

′
) from the ap-

proximate solutions (uε) and (ωε) respectively. We therefore introduce some
notation.

For a given t ∈ [0, T ], we denote by X−t : R2 → R2 the function with the
property that for all a, x ∈ R2 it holds that

X
(
X−t(x), t

)
= x, andX−t

(
X (a, t)

)
= a.

Thus, for each t ∈ [0, T ], X ( − t) is simply the reverse flow-map. Next, we
denote by X ε the flow-map generated by the approximate solution uε and
we denote by X−tε the reverse flow-map at time t ∈ [0, T ] associated with
the approximate solution uε.

Using this notation, we observe that the approximate solutions uε, ωε satisfy
the following Lagrangian formulation of the incompressible Euler equations:

dX ε

dt
= uε

(
X ε(a, t), t

)
,

X ε(a, 0) = a,

ωε(x, t) = ωε0
(
X−tε (x)

)
.

(3.49)

Thus, instead of considering subsequences (uε
′
), (ωε

′
), we can construct a

suitable subsequence X ε′ and pass to the limit in the Lagrangian trajecto-
ries :

X ε′ → X locally uniformly in x,

We can then define the weak solution (ω, u) to the IVP (3.41) as

ω(x, t) = ω0

(
X−t(x)

)
,

u(x, t) = K ∗ ω.
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In order to show the existence of the convergent subsequence (X ε), we will
make use of the Arzela-Ascoli theorem. Therefore, we first prove some
uniform (in ε) bounds on the trajectories (X ε). We require the following
lemma from Potential theory:

Lemma 3.21 Let T > 0, let ω0 ∈ L1(R2)∩L∞(R2) and let ωε and uε be the
smooth solutions on the time interval [0, T ] to the vorticity-stream function
formulation of the incompressible Euler equations (3.41) with mollified ini-
tial data ωε0. Then there exists some constant C = C(T ) and the exponent
β(t) = exp

(
− C‖|ω0|‖t

)
such that for all ε > 0 and for all t ∈ [0, T ] it

holds that

|X − X | ≤ C|x1 − x2|β(t), |X − X | ≤ C|x1 − x2|β(t),

and furthermore for all ε > 0 and for all t1, t2 ∈ [0, T ] it holds that

|X − X | ≤ C|x1 − x2|β(t)|X − X | ≤ C|x1 − x2|β(t)

and finally for all t ∈ [0, T ] it holds that uε(·, t) is quasi-Lipschitz continu-
ous, i.e., there exists some constant L > 0 such that for all x1, x2 ∈ R2 it
holds that

sup
0≤t≤T

|uε(x1, t)− |ε(x2, t)| ≤ L‖|ω0|‖|x1 − x2|
(
1− log−(|x1 − x2|)

)
, (3.50)

where log−(a) = log(a) for a ∈ (0, 1) and log−(a) = 0 for a ≥ 1.

Proof Lemma 3.21 and its proof can be found in [MB02, Lemma 8.1-8.2].�

Now, we observe that by definition, for all x ∈ R2 it holds that

|X−tε − x| = |Xε(a, t)− a| =
∣∣∣∣∫ t

0

uε
(
Xε(a, s), s

)
ds

∣∣∣∣
≤ C̄T,

where the last inequality follows from the uniform bound (3.47).

It follows that for all t ∈ [0, T ], the family of reverse flow maps (X−tε ) is
uniformly bounded. Furthermore, Lemma 3.21 can be used to show that
the family (X−tε ) is also equicontinuous on the set {x : |x| ≤ R} × [0, T ],
where R > 0 is a constant.
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Similarly, the family of Lagrangian trajectories X ε can also be shown to be
equicontinuous on the set {a : |x| ≤ R} × [0, T ]. Thus, we can apply the
Arzela-Ascoli theorem to obtain the existence of a subsequence (X−tε′ ) such
that

X−tε′ (x)→ X−t(x) uniformly on {x : |x| ≤ R} × [0, T ].

We can now define the solution vorticity ω as ω(x, t) = ω0

(
X−t(x)

)
and the

solution velocity u as u = K ∗ ω, with K given by (3.41).

Next, we claim that for all t ∈ [0, T ] the reverse flow map X−1(t) is measure-
preserving from R2 to R2, and for all t ∈ [0, T ] and all f ∈ L1(R2) it holds
that ∫

R2

f
(
X−t(x)

)
dx =

∫
R2

f(x) dx.

Proof (Sketch) First, let f ∈ C0
c (R2). Then the dominated convergence

theorem implies that for all t ∈ [0, T ] it holds that∫
R2

f
(
X−t(x)

)
dx = lim

ε′→0

∫
R2

f
(
X−tε′ (x)

)
dx =

∫
R2

f(x) dx. (3.51)

Using the fact that C1
c (R2) is dense in L1(R2) completes the proof for the

second part of the claim. Furthermore, the Reisz representation theorem
for measures can be used to prove that for all t ∈ [0, T ] the reverse flow
map X−1(t) is also measure-preserving from R2 to R2. �

We will now use the above claim to show that for all t ∈ [0, T ] it holds that
ωε
′
(·, t)→ ω(·, t) in L1 and uε

′
(·, t)→ u(·, t) locally uniformly in space.

Observe that for all t ∈ [0, T ] it holds that

lim
ε′→0
‖ωε′(·, t)− ω(·, t)‖L1 = lim

ε′→0
‖ωε′0 (X−tε′ )− ω0(X−t)‖L1

≤ lim
ε′→0
‖ωε′0 (X−tε′ )− ω0(X−tε′ )‖L1︸ ︷︷ ︸

=T1

+ lim
ε′→0
‖ω0(X−tε′ )− ω0(X−t)‖L1 .︸ ︷︷ ︸

=T2
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The term T1 can be simplified using Equation (3.51):

T1 = lim
ε′→0

∫
R2

|ωε′0 (X−tε′ )− ω0(X−tε′ )| dx = lim
ε′→0

∫
R2

|ωε′0 (x)− ω0(x)| dx

= 0.

Furthermore, since ω0 ∈ L1(R2) by hypothesis, there exists a sequence of
continuous functions {ωn0 }n∈N : R2 → R such that

|ω0 − ωn0 |L1 ≤ 1

n
.

Thus, we can also simplify the term T2 as follows:

T2 = lim
ε′→0
‖ω0(X−tε′ )− ω0(X−t)‖L1 ≤ lim

ε′→0
‖ω0(X−tε′ )− ωn0 (X−tε′ )‖L1

+ lim
ε′→0
‖ωn0 (X−tε′ )− ωn0 (X−t)‖L1

+ lim
ε′→0
‖ωn0 (X−t)− ω0(X−t)‖L1 .

Note that Equation (3.51) clearly implies that

lim
ε′→0
‖ω0(X−tε′ )− ωn0 (X−tε′ )‖L1 = lim

ε′→0
‖ω0 − ωn0 ‖L1 ≤ 1

n
,

lim
ε′→0
‖ωn0 (X−t)− ω0(X−t)‖L1 = lim

ε′→0
‖ωn0 − ω0‖L1 ≤ 1

n
.

Furthermore, the function ωn0 is continuous by hypothesis and therefore
for all t ∈ [0, T ] it holds that ωn0 (X−tε′ ) → ωn0 (X−t) point-wise. Thus, the
dominated convergence theorem implies that for all t ∈ [0, T ] it holds that

lim
ε′→0
‖ωn0 (X−tε′ )− ωn0 (X−t)‖L1 = 0.

Hence, we conclude that taking the limit n→∞, we obtain

T2 = 0.

Therefore, we have shown that limε′→0 ‖ωε
′
(·, t)− ω(·, t)‖L1 = T1 + T2 = 0.

We next show that uε
′
(·, t)→ u(·, t) locally uniformly in space. To this end,

let ρ ∈ C∞0 (R2) be a cutoff function defined by Equation (3.48), let δ > 0
and let ρδ ∈ C∞0 (R2) be the function with the property that for all x ∈ R2

ρδ(x) = ρ(x/δ).
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By definition of the solution velocity u and the approximate velocities (u)ε
′
,

for all t ∈ [0, T ] it holds that

c|uε′(x, t)− u(x, t)| =
∣∣∣K ∗ (ωε′0 (X−tε′ (x)

)
− ω0

(
X−t(x)

))∣∣∣
≤
∣∣∣ρδK ∗ (ωε′0 (X−tε′ (x)

)
− ω0

(
X−t(x)

))∣∣∣︸ ︷︷ ︸
=I1

+
∣∣∣((1− ρδ)K) ∗ (ωε′0 (X−tε′ (x)

)
− ω0

(
X−t(x)

))∣∣∣︸ ︷︷ ︸
=I2

It then follows that there exists some constant C > 0 such that

I1 =
∣∣∣ρδK ∗ (ωε′0 (X−tε′ (x)

)
− ω0

(
X−t(x)

))∣∣∣
≤ ‖ρδK‖L1

(
‖ωε0(X−tε′ )‖L∞ + ‖ω0(X−t)‖L∞

)
≤ 2‖ω‖L∞

∫
|x|≤2δ

|ρδ(x)K(x)| dx

≤ C

∫
|x|≤2δ

|x|−1 dx ≤ Cδ

Similarly, it also follows that

I2 =
∣∣∣((1− ρδ)K) ∗ (ωε′0 (X−tε′ (x)

)
− ω0

(
X−t(x)

))∣∣∣
≤ ‖(1− ρδ)K‖L∞‖ωε0(X−tε′ )− ω0(X−t)‖L1

≤ C

δ
‖ωε0(X−tε′ )− ω0(X−t)‖L1 .

Equation (3.51) therefore implies that for all t ∈ [0, T ] it holds that

|uε′(x, t)− u(x, t)| ≤ Cδ +
C

δ
‖ωε′(·, t)− ω(·, t)‖L1 .

Next, given any η > 0, we pick δ = η
2C

. We have previously shown that

lim
ε′→0
‖ωε′(·, t)− ω(·, t)‖L1 = 0.

Hence, we can pick some ε0 > 0 such that for all ε′ ∈ (0, ε0] it holds that

‖ωε′(·, t)− ω(·, t)‖L1 ≤ δ2.
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Hence, for any η > 0 there exists ε0 > 0 such that for all ε′ ∈ (0, ε0], it holds

|uε′(·, t)− u(·, t)| ≤ η,

and therefore uε
′
(·, t)→ u(·, t) locally uniformly in space.

Step 3:

To recap, we have shown that (ω, u) is the limit of a suitable subsequence of
approximate solution (ωε

′
, uε

′
) and the limit is obtained in the L1-sense for

the vorticity and locally uniformly in space for the velocity. This classifica-
tion of the convergence allows us to conclude convergence of the non-linear
term ωε

′
uε
′

as we will show below.

In order to complete the proof, we must demonstrate that (ω, u) is indeed a
solution to the vorticity-stream function formulation of the incompressible
Euler equations (3.41).

Since, (ωε
′
, uε

′
) is a weak solution to IVP (3.41) with mollified initial data

ωε
′

0 , for all test functions φ ∈ C1
(
[0, T ];C1

0(R2)
)

it holds that∫
R2

φ(x, T )ωε
′
(x, T ) dx−

∫
R2

φ(x, 0)ωε
′

0 (x) dx

=

∫ T

0

∫
R2

ωε
′(
φt + uε

′
(·∇)φ

)
dxdt.

Taking the limit ε′ → 0, we obtain

lim
ε′→0

∫
R2

φ(x, T )ωε
′
(x, T ) dx︸ ︷︷ ︸

=T1

− lim
ε′→0

∫
R2

φ(x, 0)ωε
′

0 (x) dx︸ ︷︷ ︸
=T2

= lim
ε′→0

∫ T

0

∫
R2

ωε
′(
φt + uε

′
(·∇)φ

)
dxdt︸ ︷︷ ︸

=T3

.

Since for all t ∈ [0, T ], ωε
′
(·, t)→ ω(·, t) in the L1-sense, it follows that

T1 = lim
ε′→0

∫
R2

φ(x, T )ωε
′
(x, T ) dx =

∫
R2

φ(x, T )ω(x, T ) dx,

and similarly

T2 = lim
ε′→0

∫
R2

φ(x, 0)ωε
′

0 (x) dx =

∫
R2

φ(x, 0)ω0(x).
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Finally, the term T3 can be written as

T3 = lim
ε′→0

∫ T

0

∫
R2

ωε
′(
φt + uε

′
(·∇)φ

)
dxdt

= lim
ε′→0

∫ T

0

∫
R2

ωε
′
φt dxdt︸ ︷︷ ︸

=I1

+ lim
ε′→0

∫ T

0

∫
R2

ωε
′(
uε
′
(·∇)φ

)
dxdt.︸ ︷︷ ︸

=I2

Again, using the fact that for all t ∈ [0, T ], ωε
′
(·, t)→ ω(·, t) in the L1-sense,

the term I1 reduces to

lim
ε′→0

∫ T

0

∫
R2

ωε
′
φt dxdt =

∫ T

0

∫
R2

ωφt dxdt,

and using the fact that for all t ∈ [0, T ] it holds that ωε
′
(·, t) → ω(·, t) in

the L1-sense and uε
′
(·, t)→ u(·, t) locally uniformly in space we obtain

I2 = lim
ε′→0

∫ T

0

∫
R2

ωε
′(
uε
′
(·∇)φ

)
dxdt =

∫ T

0

∫
R2

ω
(
u(·∇)φ

)
dxdt.

Combining these limits together, we obtain that (ω, u) satisfies Equation
(3.43), and therefore (ω, u) is indeed a weak solution of the vorticity-stream
function formulation of the incompressible Euler equations (3.41). The
proof is thus complete. �

Remark 3.22 For more details on Theorem 3.20 as well as proofs of the
potential theory estimates we have used, the reader can consult [MB02, The-
orem 8.1].

We conclude this section by presenting a final theorem on the uniqueness of
weak solutions to the vorticity-stream function formulation of the incom-
pressible Euler equations (3.41).

Theorem 3.23 Let ω0 ∈ L∞0 (R2) be a function with the property that there
exists some constant R0 > 0 such that

suppω0 ⊂ {x : |x| ≤ R0}.

Then the weak solution (ω, u), ω ∈ L∞
(
[0,∞);L∞0 (R2)

)
of the vorticity-

stream function formulation of the incompressible Euler equations (3.41)
with initial datum ω0 is unique.
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3.3. Weak Solutions of the 2-D Incompressible Euler Equations

Proof We follow the proof presented by V. I. Yudovich in 1963 [Yud63].
We will use the following lemma, which is based on the Calderon-Zygmund
potential theory estimate:

Lemma 3.24 Let T > 0, let R : [0, T ] → R and let ω(·, t) ∈ L∞0 (R2) be
a weak solution at time t ∈ [0, T ] to the vorticity-stream function formu-
lation of the incompressible Euler equations (3.41) such that suppω(·, t) ⊂
{x : |x| ≤ R(t)}. Then there exists a constant C̄ > 0 such that for all
p ∈ (1,∞) it holds that

‖∇u(·, t)‖Lp ≤ C̄(‖ω0‖L∞)p. (3.52)

Proof Lemma 3.24 and its proof can be found in [MB02, Lemma 8.3]. �

We begin the proof by showing first that any weak solution ω satisfying the
hypothesis of Theorem 3.23 also satisfies for all t ∈ [0, T ]:∫

R2

ω(x, t) dx =

∫
R2

ω0(x) dx.

To this end, note that any solution ω(·, t) ∈ L1∩L∞ has uniformly bounded
velocity u(·, t) = K ∗ω(·, t). Indeed, there exists some constant C > 0 such
that for all t ∈ [0, T ] it holds that

‖u(·, t)‖L∞ ≤ C‖|ω0|‖. (3.53)

Furthermore, since the initial vorticity flows under the action of the La-
grangian trajectories, which are volume preserving, it follows that there
exists an increasing, bounded function R : [0, T ] → R such that for all
t ∈ [0, T ] it holds that

suppω(·, t) ⊂ {x : |x| ≤ R(t)}.

Moreover, since ω is a weak solution, by definition for all test function
φ ∈ C1

(
[0, T ];C1

) (R2)
)

it holds that∫
R2

φ(x, T )ω(x, T ) dx−
∫
R2

φ(x, 0)ω(x, 0) dx

=

∫ T

0

∫
R2

ω
(
φt + u(·∇)φ

)
dxdt.

In particular, we may pick a test function φ such that φ(x, t) ≡ 0 for all
t ∈ (0, T ] and all |x| ≤ R(T ). Substituting this test function φ in the
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3.3. Weak Solutions of the 2-D Incompressible Euler Equations

above equation, we obtain that the right-hand side is zero and thus for all
t ∈ [0, T ] it holds that ∫

R2

ω(x, t) dx =

∫
R2

ω0(x) dx,

and this proves the claim.

Next, let (ω1, u1), (ω2, u2) be two weak solutions of the IVP (3.41) with
the same initial datum ω0 ∈ L∞0 (R2) such that suppω0 ⊂ {x : |x| ≤ R0}
for some R0 > 0 and with associated pressure fields P1 and P2 respectively.
Then the velocities {uj}j=1,2 satisfy the velocity pressure formulation of the
incompressible Euler equations (3.40) in the sense of distributions:

∂

∂t
uj + (uj · ∇)uj = −∇pj,

∇ · uj = 0.

We now define u∗ = u1 − u2. Since for all t ∈ [0, T ] and j = 1, 2 it holds
that suppωj(·, t) ⊂ {x : |x| ≤ Rj(T )}, we can use an asymptotic expansion
of the kernel K to obtain

uj(x, t) =
C̃

|x|

∫
R2

ωj(y, t) dy +O
(
|x|−2

)
for |x| ≥ 2Rj(T ),

where C̃ > 0 is some constant.

It therefore follows that

u∗(x, t) =
C

|x|

(∫
R2

ω1(y, t) dy −
∫
R2

ω1(y, t) dy

)
+O

(
|x|−2

)
=⇒︸ ︷︷ ︸
Eq.

(3.53)

u∗(x, t) =
C

|x|

(∫
R2

ω0(y) dy −
∫
R2

ω0(y) dy

)
+O

(
|x|−2

)

∼ O
(
|x|−2

)
.

Thus, we obtain that u∗ = u1−u2 has finite energy E at all time t ∈ [0, T ]:

E(t) :=

∫
R2

|u∗(x, t)|2 dx <∞.

Next, we observe that the function u∗ also satisfies

u∗t + (u1 · ∇)u∗ + (u∗ · ∇)u2 = −∇(P1 − P2),
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3.3. Weak Solutions of the 2-D Incompressible Euler Equations

in the sense of distributions. Moreover, taking the inner product with the
function u∗ of the above equation and integrating by parts yields for all
t ∈ [0, T ]:

1

2

d

dt
E(t)−

∫
R2

|u∗|2 div u1 +

∫
R2

(u∗ · ∇)u2 · u∗ dx =

∫
R2

(P1 − P2) div u∗.

Using the fact that the velocities {uj}j=1,2 are divergence free together with
Hölder’s inequality we obtain that for all p ∈ (1,∞) it holds that

1

2

d

dt
E(t) ≤ 2

∫
R2

|u∗|2|∇u2| dx

≤ 2‖∇u2‖Lp
(∫

R2

|u∗|
2p
p−1

)1−1/p

≤ 2‖∇u2‖Lp‖ω(·, t)‖
2(p−1)
(p−1)p

L∞ E(t)1−1/p.

Finally, we can apply (3.52) from Lemma 3.24 together with the fact that
the velocities {uj}j=1,2 are uniformly bounded to obtain that for all t ∈ [0, T ]
it holds that

d

dt
E(t) ≤ pME(t)1−1/p, (3.54)

where M = Ĉ(‖ω0‖L∞)‖ω0‖
2/p
L∞ , with Ĉ begin a constant that depends on

‖ω0‖L∞ .

It can now be checked that the maximal solution to the differential inequal-
ity (3.54) is given by

Ẽ(t) = (Mt)p,

and therefore we must have for all t ∈ [0, T ]

E(t) ≤ Ẽ(t).

Let us consider an interval [0, T ∗] such that MT ∗ ≤ 1
2
. Then, clearly for all

t ∈ [0, T ∗] it holds that

lim
p→∞

E(t) ≤ lim
p→∞

1

2p
= 0,

so that E(t) ≡ 0 on the interval [0, T ∗]. The final step is to iterate this
argument to conclude that E(t) ≡ 0 on the interval [0, T ]. Thus, we must
have u1 = u2 and therefore ω1 = ω2. Hence, the proof is complete. �
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4 Numerical methods

In this chapter, we introduce some basic numerical method of the approxi-
mation of solutions for the Navier-Stokes equations (NSE) and for the Euler
equations (EE).

There are four widely used types of numerical methods for the solution of
NSE and Euler equations:

• Finite difference/finite volume methods (FD/FVM) (see section 4.3):

– based on Velocity/Pressure formulation (cf. [KL66, Cho68, BCG89]);

– based on Vorticity/Stream-function formulation (cf. [LT97]);

• Finite element methods (FEM) (cf. [Tem01, GR86, Glo03]), which
will not be treated in the following lecture notes;

• (Fourier) spectral methods: based on approximations of the Euler/NSE
in Fourier space, will e considered in section 4.1 (cf. [GO81, BT15]);

• Particle-trajectory methods (vortex methods) (cf. [MB02]), solving
the ODE arising from the discretization based on the Lagrangian for-
mulation of NSE. Those methods will not be threaded in this lecture
notes.

We will concentrate our attention to spectral methods (section 4.1) and
finite difference methods (section 4.3).

When approximating the NSE, the following difficulties arise:

• The nonlinear term greatly affects stability of the scheme and is gen-
erally the main difficulty in analysing the numerical approximations.

• The constraint div u = 0 and the term ∇p generally have a strong
impact on performance of the scheme. Treatment of boundaries for
this terms is usually difficult. Pressure has no physical role, and
generally must be somehow removed.
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4.1. (Fourier) spectral methods

• Being time dependant, the NSE require suitable time-stepping algo-
rithms, with obvious implications for efficiency and stability.

4.1 (Fourier) spectral methods

In the following, we let u ∈ L∞t L
2
x(Td)d, d = 2, 3, where Td := [0, 1)d

denotes the d-dimensional torus. We fix a time interval I := [0, T ], T > 0.
The idea is to rewrite the function u using a Fourier expansion, and use the
properties of such expansion to approximate the Euler/NSE equations.

4.1.1 Basic Fourier theory

We briefly recall some basic definition and property of Fourier series.

Theorem 4.1 The functions

ϕk(x) := e2πik·x ∈ L2
x(Td;C),∀k ∈ Zd (4.1)

define an orthonormal basis (ONB) for L2
x(Td;C), relative to the standard

inner product 〈g, f〉 :=
∫ 1

0
f(x)g(x)∗dx, i.e. 〈ϕk′ , ϕk〉 = δk,k′ and ϕk span

L2
x(Td;C). We will call the basis functions ϕk the k-th Fourier modes.

Proof Exercise. �

Definition 4.2 If u ∈ C([O, T ], L2(Td;C)d), we can write the Fourier ex-
pansion

u(x, t) =
∑
k∈Zd

ûk(t)ϕk(x), ∀t ∈ [0, T ], x ∈ Td, (4.2)

where define the Fourier coefficients as

ûk(t) := 〈ϕk, u(·, t)〉 ∈ Cd,∀k ∈ Zd, t ∈ [0, T ]. (4.3)

Remark 4.3 More in general, spectral methods could be defined for a dif-
ferent ONB ϕk.

Armed with this knowledge, it is natural to truncate the Fourier expansion
to a finite set of modes, and investigate the convergence of the truncated
series.
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4.1. (Fourier) spectral methods

Definition 4.4 Let K > 0. We define the truncated Fourier expansion of
u as the function defined by

PK(u(x, t)) =
∑
k∈Zd
|k|<K

ûk(t)ϕk(x). (4.4)

Remark 4.5 The convergence of the series as K →∞ has to be considered
carefully.

1. For d > 1, the choice of the “shape” of the truncation has an impact
on the behaviour of the convergence of the series. Convergence results
may differ if we choose a different norm in |k| < K (e.g. maximum
norm).

2. In 1D, if u ∈ C0(T)∩BV (T), BV (T) := {u | V (u) <∞} is the space
of functions with bounded variation, then (4.4) converges absolutely.
Recall that V (u) := supP

∑
[xi,xi+1]∈P |u(xi+1)− u(xi)|, where P is a

partition of T.

3. If u ∈ BV (T), then (4.4) converges pointwise to the average of the
jump values:

PK(u)(x)→ lim
y→x−

u(y)

2
+ lim

y→x+

u(y)

2
(4.5)

(the limits exists but may differ).

4. In general, u ∈ C0(T) doesn’t imply that the Fourier series converges
pointwise.

5. The most comprehensive notion of convergence for Fourier series is
therefore (strong) L2 convergence which also holds in multi-d:

‖u− PK(u)‖ → 0. (4.6)

This is the notion of convergence of interest to us.

From now on, we will consider convergence in L2
x. We have the following

theorem:

Theorem 4.6 Let u ∈ L2(Td), then the following holds:

1. Parseval identity: ‖u‖L2 = ‖{ûk}k∈Zd‖l2(Zd);
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4.1. (Fourier) spectral methods

2. ‖PK(u)‖L2 ≤ ‖u‖L2 and ‖u− PK(u)‖L2 → 0;

3. ϕk are also a orthogonal basis for Hs(Td), equipped with the standard
inner product 〈·, ·〉Hs. In particular, also the Parseval equality holds
in this case;

4. ‖u− PK(u)‖Hr ≤ CKr−s ‖u‖Hs , ∀s > r;

5. ‖u− PK(u)‖L∞ ≤ CK
d
2
−s ‖u‖Hs , ∀s > d

2
.

Proof 1. No proof. Notice

0 ≤ ‖u− PK(u)‖2 ≤ ‖u‖2 −
∑
k∈Zd
|k|<K

|〈ϕk, u〉|2 .

This gives Bessel’s inequality :

‖u‖2 ≥ ‖û‖2
l2 .

2. We have

〈ϕk, u− PK(u)〉 = ûk − ûk = 0,∀ |k| < K.

Hence,

0 = 〈PK(u), u− PK(u)〉 =
1

2
‖u‖2 − 1

2
‖PK(u)‖2 − 1

2
‖u− PK(u)‖2 .

This implies:

‖PK(u)‖2 = ‖u‖2 − ‖u− PK(u)‖2 ≤ ‖u‖2 .

Moreover,

‖u− PK(u)‖2 =
∑
k∈Zd
|k|≥K

|〈ϕk, u〉|2 ,

which converges as tail of converging sequence.

3. No proof.
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4. For d = 1. If u ∈ Hs(T). Then:

〈ϕk, u〉Hs =
∑
p≤s

∫ 1

0

DpuDpϕk
∗dx

=
∑
p≤s

(−1)d
∫ 1

0

uD2pϕk
∗
dx

=
∑
p≤s

(−1)d(2πik)2p

∫ 1

0

uϕk
∗dx

=
∑
p≤s

(−1)d(2πik)2p 〈ϕk, u〉L2 ,

which implies the coefficients are the same. Hence,

‖u− PK(u)‖2
Hs =

∑
k∈Zd
|k|≥K

|ûk|2 ‖ϕk‖2
Hs

=
∑
k∈Zd
|k|≥K

|ûk|2 (2π)2
∑
p≤s

k2p

≥ (2π)2
∑
p≤s

K2p
∑
k∈Zd
|k|≥K

|ûk|2

= (2π)2
∑
p≤s

K2p ‖u− PK(u)‖2
H0

≥ CK2s ‖u− PK(u)‖2
H0 .

This implies the claim.

5. Using Sobolev inequality for r 	 d
2
:

‖u− PK(u)‖L∞ ≤ C ‖u− PK(u)‖Hr ≤ CKr−s ‖u‖Hs . �

Point 3) implies the so called spectral convergence: as long as the function
is smooth enough (in Sobolev norms), the convergence is faster than any
polynomial.

4.1.2 Discrete Fourier transform

Remember, we would like compute the Fourier coefficients of a function
u(t) ∈ L2(Td)d:

ûk(t) := 〈ϕk, u(·, t)〉 =

∫ 1

0

ϕk(x)dx ∈ Cd, ∀k ∈ Zd, t ∈ [0, T ]. (4.7)
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On a computer, it is common to introduce the discretization TdN of the torus
Td as TdN = 1

N
(Z/NZ)d, for N = 2K + 1 and evaluate the integral at this

points:

ũk :=
∑
x∈TdN

u(x)ϕk(x) ∈ Cd, ∀k ∈ Zd, t ∈ [0, T ]. (4.8)

We will call ũk the discrete Fourier coefficients. Clearly, in general, ũk 6= ûk.
However, one can quantify the error made by this discretization.

Lemma 4.7 We have:

ũk − ûk =
∑

l∈Zd\{0}

ûk+lN , ∀ |k| ≤ K (4.9)

This error is called aliasing error.

Definition 4.8 We define the pseudo-spectral approximation:

ΨK(u) :=
∑
k∈Zd
|k|≤K

ũkϕk.

Then, we have the following:

‖u−ΨK(u)‖Hs := ‖u− PK(u)‖Hs︸ ︷︷ ︸
=:T sK

+ ‖PK(u)−ΨK(u)‖Hs︸ ︷︷ ︸
=:AsK

, ∀s > 0

Since 4.9 involves only high modes of u, one can prove that the aliasing
error is similar to the truncation error.

We have

AsK ≤ CT sK . (4.10)

Namely, the spectral convergence is retained when using discrete Fourier
transform.

4.1.3 Spectral approximation on NSE

Our goal is to approximate the NSE. We will consider the formulation (we
set zero forcing):

ut + div(u⊗ u) +∇p = ν∆u, (4.11a)

div u = 0, (4.11b)
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or, applying the Leray projection (notice, in periodic settings [∆,P] ≡ 0):

ut + P[div(u⊗ u)] + ν∆u.

Write a solution u(t) =
∑

k∈Zd ûk(t)ϕk. Notice:

• ut =
∑

k∈Zd(ûk)tϕk;

• ∆u =
∑

k∈Zd ûk∆ϕk =
∑

k∈Zd − (2π |k|)2 ûkϕk;

• Pu =
∑

k∈Zd ûkPϕk =
∑

k∈Zd

(
ûk − ûk·k

|k|2 k
)
ϕk;

• ∇f =
∑

k∈Zd f̂k∇ϕk =
∑

k∈Zd 2πikf̂kϕk;

• div u =
∑

k∈Zd ûk divϕk =
∑

k∈Zd 2πik · ûkϕk.

Inserting the expansion into 4.11 and comparing component-wise:

(ûk)t(t) + B̂k(t) + ikp̂k(t) = −νk2ûk(t) (4.12)

ik · ûk = 0 (4.13)

or, equivalently, using 4.1.3:

(ûk)t(t) +

(
B̂k(t)−

B̂k(t) · k
|k|2

k

)
= −νk2ûk(t) (4.14)

where {B̂k}k is the Fourier spectrum of u ⊗ u, i.e. B̂k = (û⊗ u)k. Notice
that the second equation is easier to treat, since the pressure and divergence-
free constraint are completely removed from the equations. As long as
we are able to compute the spectrum of u ⊗ u, equation amounts to a
infinitely dimensional ODE, which can be easily approximated using Fourier
truncation and a standard ODE integrator.

4.1.4 Nonlinear term

We start by a simple computation:

u⊗ u =

(∑
k∈Zd

ûkϕk

)
⊗

(∑
k∈Zd

ûkϕk

)
=
∑
k∈Zd

(ûk ⊗ ûk′)ϕk+k′

=
∑
k∈Zd
j+l=k

(ûj ⊗ ûl)ϕk
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i.e.

(û⊗ u)k =
∑
j+l=k

ûj ⊗ ûl, (4.15)

and the same holds for a discrete approximation PK(u):

( ̂PK(u)⊗ PK(u))k =
∑
j+l=k

ûj ⊗ ûl, ∀k ∈ Zd. (4.16)

Notice that, in general, new non-zero modes are introduced. In practice,
this introduces a global coupling of the modes in the ODE (4.12) and (4.14).
While it is still possible to to solve those ODEs, it is unpractical to do so. Of-

ten a pseudo spectral approximation is used to compute ( ̂PK(u)⊗ PK(u))k.

4.1.5 Pseudo spectral technique

The idea of pseudo spectral approximations is the following:

• differentiation/Leray projection is easy to do in Fourier space, and
amounts to multiplication by some factor depending on the mode k;

• products are easy in time space but amount to convolution in Fourier
space, therefore products are performed in Fourier space;

• sums are always easy to compute and are performed in either space.

Algorithm 1 Pseudo-spectral method for nonlinear term.

Input: Coefficients ûk for |k| < K

Output: Coefficients w̃k ≈ (û⊗ u)k for |k| < K
Compute the value at grid points u(x) using DFT−1

Compute the product w(x) = u(x)⊗ u(x)
Compute the Fourier coefficients w̃k of w using DFT

The complexity of this algorithm is the same as the one of a discrete Fourier
transform. Generally, a discrete Fourier transform can be performed in
O(K log(K)) operations, therefore this algorithm is relatively cheap.

Notice, however, that, in general, w̃k 6= ŵk.

Theorem 4.9 The pseudo-spectral technique introduces the error:

w̃k − ŵk =
∑

k′+k′′=k+lN
|k′|,|k′′|≤K

ûk′ ⊗ ûk′′ ,

for |l| ≤ 1, l ∈ Zd \ {0}.
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Proof

w̃k =
∑
x∈TdN

w(x)ϕ−k

=
∑
x∈TdN

u(x)⊗ u(x)ϕ−k

=
∑
x∈TdN

(∑
k′∈Zd

ûk′ϕk′

)
⊗

(∑
k′′∈Zd

ûk′′ϕk′′

)
ϕ−k

=
∑
x∈TdN

k′,k′′∈Zd

(ûk′ ⊗ ûk′′)ϕk′ϕk′′ϕ−k

=
∑

k′,k′′∈Zd
(ûk′ ⊗ ûk′′)

∑
x∈TdN

ϕk′+k′′−k

=
∑

k′,k′′∈Zd
(ûk′ ⊗ ûk′′)

∑
x∈TdN

ϕk′+k′′−k

=
∑

l,k′,k′′∈Zd,l 6=0
k′+k′′=k+lN

(ûk′ ⊗ ûk′′).

Here, we used:

∑
x∈TdN

ϕk(x) =

{
1 k = lN, l ∈ Zd

0 otherwise
.

Notice that, if |k| , |k′| , |k′′| ≤ K, we have |k′ + k′′ − k| < 3K = 3
2
(N − 1).

Hence |l| < 1. �

This error is also named aliasing error. Notice the similarity with the alias-
ing error above. This error may become quite visible when approximating
the NSE, leading to temporal instabilities and spurious oscillations. Even if
in practice such errors decays fast as the number of modes is increased, one
generally seeks to remove this error to improve the stability of the scheme.

4.1.6 De-aliasing technique

The aliasing effect of the non-linear term can be removed with a simple
modification of the pseudo-spectral methods, with cost-effective techniques.
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Zero-padding

The simplest method to completely remove aliasing errors is to compute
products using the pseudo-spectral technique after extending the number
of modes by setting them to zero. This method is called 3/2-rule (or 2/3-
rule). The name will become clearer later.

The idea is based on: let K ′ > K then

u =
∑
k∈Zd

ûkϕk =
∑
k∈Zd

û′kϕk (4.17)

where

û′k =

{
ûk |k| < K

0 otherwise
,∀ |k| < K ′. (4.18)

Algorithm 2 3/2-rule for de-aliasing nonlinear term.

Input: Coefficients ûk for |k| < K

Output: Coefficients w̃k ≈ (û⊗ u)k for |k| < K
Extend the spectrum of û′k to size K ′ with zeros
Compute the value at grid points u(x) using DFT−1

Compute the product w(x) = u(x)⊗ u(x)
Compute the Fourier coefficients w̃′k of w using DFT
Compute w̃ by reducing the spectrum removing all modes > K.

Proposition 4.10 For K ′ > 3
2
(K − 1

2
) the aliasing error is completely

removed, i.e. w̃′k − ŵ′k,∀ |k| < K.

Proof We have

w̃′k − ŵ′k =
∑

k′+k′′=k+lN ′

|k′|,|k′′|≤K′

ûk′ ⊗ ûk′′ ,

but since 2
3
(1 +K ′) > K, |k′ + k′′ − k| < 3K < 2(1 +K ′) = N ′. �

It is also possible to consider an improved de-aliasing technique by consid-
ering a smooth cutoff of high frequencies, i.e. û′k = σkûk for

σk =

{
1 |k| < 2

3
K

0 |k| > K
,∀ |k| < K ′ (4.19)

and smooth between 2
3
K and K.
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4.1. (Fourier) spectral methods

Frequency shift

The general idea of frequency shift is to compute the values of the function
at u(x + ∆), where ∆ is a small perturbation. This has the benefit of not
introducing extra memory requirement, but is generally more expensive and
less used than the zero-padding technique.

4.1.7 Euler equations and spectral viscosity

If ν = 0 and the solution u of the Euler equations lacks smoothness, the
appearance of spurious oscillations (also known as Gibbs phenomenon) in
solutions approximated with spectral methods may pollute the result. In
order to mitigate such effects, it is possible to introduce a small numerical
viscosity that becomes smaller as the number of modes is increased. This
type of numerical viscosity is termed spectral viscosity, since it is generally
chosen to be smaller for higher spectral modes. The Euler equations with
spectral viscosity becomes:

(ûk)t + B̂k = SV [ûk]. (4.20)

An example of spectral viscosity [BT15] of order r, for r ≥ 1 is:

SV [ûk] = −Kσ
(
|k|
K

)
ûk, σ(x) = max

{
0, |x|2r − 1

N

}
. (4.21)

Notice: ∥∥∥∥∥∑
k≤K

SV [ûk]ϕk

∥∥∥∥∥
Hs

≤ CK1−(s−r)(1− 1
2r

)

∥∥∥∥∥∑
k≤K

ûkϕk

∥∥∥∥∥
Hr

. (4.22)

4.1.8 Convergence of spectral methods for NSE

One can prove that, in the semi-discrete case, the spectral methods converge
to the solutions of NSE, provided sufficient smoothness of the solutions is
available. The convergence is spectral. For instance, we have the following
theorem (pf. in [BT15]).

Theorem 4.11 (Convergence of spectral methods) Let ν = 0, and
consider (4.20) with 2

3
-de-aliasing rule. Let u ∈ L∞([0, T ], C1+α(T)) be a

solution of the Euler equations with initial data u0. Then. the approximated
solution uK, with K > 0 converges to u in L∞t L

2
x. Moreover,

‖uK(t)− u‖L2 < Ce2‖u‖L1(W1,∞)

(
1

K2s
‖u0‖2

Hs +
1

Ks−1− d
2

‖u‖L∞Hs

)
.

(4.23)
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4.1.9 Notes on implementation and complexity

In this section, we give a few remarks on spectral methods for NSE and EE.

In general a DFT can be done in O(N log(N)), N being the number of
modes. A fast algorithm is the Cooley-Tukey algorithm, which is available
for 2N modes. In general, it is possible to have efficient FFTs for number
of modes that are factorizable with small primes (e.g. N = 2a3b5c7d). The
prime factorization of the modes has a large impact on the efficiency of
the DFT. When choosing a number of modes for the de-aliasing rule, it is
convenient to pad the spectrum to a power of 2 or to a number with small
prime factors.

In this context, the resulting Fourier transform is actually a real Fourier
transform (i.e. the time space is real). This implies that the Fourier coeffi-
cients ûk ∈ Cd satisfy the relation ûk = û−k

∗ and therefore is only necessary
to store and compute half of the spectrum.

How the DFT is implemented and how the data is stored in the memory
has a large impact on the performance of the numerical method.

The total complexity of the scheme, assuming we discretize (4.20) in time
using a standard explicit Runge-Kutta scheme (which implies that each
time-step consists of a small, constant number of DFT), is O(MN log(N)),
where M is the number of steps chosen (cf. next section to more in-depth
discussion on the choice of M).

A multi-dimensional DFT can be efficiently performed in parallel, consid-
ering the tensor-structure of the formula for the coefficients:

ûk =
∑

x1∈hZ/KZ

e−ik1x1 · · ·
∑

xd∈hZ/KZ

e−ikdxdu(x). (4.24)

4.2 Time-stepping

So far, we completely ignored the temporal discretization of the NSE equa-
tions. If we consider the periodic setting, the absence of boundaries makes
it easy to discretize the equations in time.

4.2.1 Explicit time-stepping

For a fully explicit discretization, one could use any flavour of Runge-Kutta
method. Rewriting equation (4.20), one obtains:

ut = L(u), (4.25)
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4.2. Time-stepping

and, after spatial discretization, one obtains a system of ODEs, which can be
integrated in time using any form of Runge-Kutta method. Of particular
interest are the so called Strong Stability Preserving Runge-Kutta (SSP
RK) methods [GST01], which are often employed when treating systems of
conservation laws. This class methods have strong stability properties for
linear ODEs and may effectively be used fo approximate NSE, especially
when ν << 1. In this case, a time stepping restriction has to be imposed
in order to ensure stability of the scheme. As an example, a second order
SSP method is:

u1 = un + ∆tL(un),

un+1 =
1

2
(un + u1 + ∆tL(u1)).

A third order method is:

u1 = un + ∆tL(un),

u2 =
1

4
(3un + u1 + ∆tL(u1)),

un+1 =
1

3
(un + 2u2 + 2∆tL(u2)).

4.2.2 Implicit time-stepping

It is well-known that explicit time-integrations suffer of conditional stability
and necessitate of time-stepping restrictions in order to ensure stability.

Sometimes, one wishes to approximate long time-behaviour of NSE, T >>
1. Additionally, one may want to compute steady-state solutions to NSE,
by means of pseudo-time stepping (i.e. solving (4.11) for T = ∞). In this
cases, it is often advisable to employ implicit or semi-implicit time-stepping
procedures.

It is generally common to discretize the time considering each term individ-
ually: the viscosity term is generally treated implicitly (avoiding restrictive
time-step sizes), whilst the nonlinear term is treated explicitly (avoiding
the necessity of solving non-linear systems).

Viscous term

Consider, for the moment, the momentum equation 4.11a without nonlinear
term. Doing so, one obtains a simple system of decoupled heat equations:

ut = ν∆u (4.26)
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4.3. Finite difference projection methods

For this equation, it is well known that implicit methods are stable and
very effective in approximating the equation. The solution of the system
arising from the implicit discretization is generally easy to perform and
many efficient methods exist. Moreover, the spectral methods induce a
completely decoupled system of equations, which is trivial to solve.

In general a good (low-order) way to approximate the heat equation (4.26)
is to employ implicit mid-point (which, in this setting, is equal to Crank-
Nicolson discretization) or the implicit Euler method:

un+1 − un

∆t
=
ν

2
∆(un+1 + un)

un+1 − un

∆t
= ν∆un+1.

Notice how both schemes are unconditionally L2-stable (exercise: multiply
by un+1 + un resp. un+1).

The nonlinear term

We now consider the nonlinear term alone, and remove the pressure from
the equation, we obtain the equation:

ut = (u · ∇)u) (4.27)

It is possible to discretize the system implicitly, e.g. with a second order
discretization:

un+1 − un

∆t
=

1

2
((un+1 · ∇)n+1) + (un · ∇)n)),

un+1 − un

∆t
=

1

4
((un+1 + un) · ∇)(un+1 + un)).

The resulting system (after application of some spatial discretization) be-
comes a nonlinear system of equations, which has to be solved with expen-
sive iterative methods (e.g. a fixed point iteration). On the other hand, one
could explicitly discretize the equation. The advantage of discretizing the
term explicitly is that no system has to be solved (we will see the benefits
of explicit evaluation of this term in the finite difference section).

4.3 Finite difference projection methods

Whilst spectral methods are an efficient, accurate, and easy to implement
approximations for PDEs, it is obvious from the discussion above that the
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4.3. Finite difference projection methods

treatment of more complex flows, such as a flow with boundaries, or a irreg-
ular flows, is very difficult, if not impossible, using solely spectral methods.
An efficient and simple alternative to spectral methods are finite difference
and finite volume methods.

4.3.1 Overview of finite difference methods

Again, let us rewrite the Navier-Stokes equations in velocity-pressure form
augmented with boundary conditions. For ν ≥ 0 and Ω ⊆ Rd:

ut + div(u⊗ u) +∇p = ν∆u, on Ω× [0, T ] (4.28)

div u = 0, (4.29)

u|∂Ω = 0, on ∂Ω× [0, T ] (4.30)

u(·, 0) = u0. (4.31)

In the case of Euler equations, we will impose the boundary condition

u|∂Ω · η = 0, on ∂Ω× [0, T ] (4.32)

where η is the outward unit normal vector.

In this section, we will consider, for simplicity, the 2d Navier-Stokes on the
domain [0, 1]2 =: Ω. We fix a number N 3 N > 0 and let h := 1/N . With
this domain, we discretize the solution using piecewise constant functions,
and write, by abuse of notation, uni,j := u(xi,j, t

n), where xi,j = (ih +
h/2, jh+h/2) ∈ Ω and tn = n∆t for a fixed ∆t > 0. On dimensions d 6= 2 all
definitions remain analogous. The idea of finite difference approximations
is to replace all spatial and temporal derivatives with difference quotients.

In the previous sections, we have seen that the NSE equation can be rewrit-
ten in many different equivalent formulations (notably the velocity-pressure
form and the vorticity form). Moreover, we have seen how the nonlinear
term, due to divergence free constraint, can be written in many different,
equivalent forms. However, applying a finite difference scheme to differ-
ent equations may yeld a completely different discretization with different
properties.

Example 4.12 In 1d, let us consider the term (u2)x = 2uux. If we approx-
imate the first term and the second term directly using central differences:

(u2)x ≈
u2
j+1 − u2

j−1

2h
6= 2uj

uj+1 − uj−1

2h
≈ 2uuk.

A notable issue with finite differences is that there is no chain rule.
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4.3. Finite difference projection methods

As justification for the next section, we will consider some simplification to
NSE.

Every form of NSE we have seen contains a nonlinear term, similar to e.g.
div(u ⊗ u), (u · ∇)u, (u · ∇)ω + (ω · ∇)u. A prototypical equation for this
term is the linear advection equation in 1D:

ut = aux.

A simple way to discretize this equation with finite differences is using
forward in time/central in space schemes:

un+1 − un

∆t
= a

uj+1 − uj−1

2h
.

However, applying stability analysis to this equation (e.g. Von Neumann
stability analysis), clearly shows that this discretization is unconditionally
unstable. A common solution to this problem is to upwind the discretiza-
tion, based on the sign of the advection velocity a. The upwind scheme
is:

un+1 − un

∆t
=

{
a
uj−uj−1

h
a > 0

a
uj+1−uj

h
a ≤ 0.

If we apply Von Neumann stability analysis to this equation, we obtain the
stability condition:

∆t ≤ ∆x

a
. (4.33)

This condition is generally termed CFL condition (after Courant-Friedrichs-
Lewy). In the context of Navier stokes equations, one could say that a =
‖u‖L∞ . Assuming the velocity remains bounded, one has the condition
∆t ' ∆x.

On the other hand, if one considers the NSE without nonlinearity, and
considers the viscous term alone, one has the heat equation:

ut = ν∆u

A common approximation for this equation is:

un+1 − un

∆t
= ν

uj+1 + 2uj + uj−1

h2
.
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4.3. Finite difference projection methods

Applying stability analysis to this equation, one obtains the much more
restrictive:

∆t ≤ 1

2

∆x2

ν
, (4.34)

which, in turn, implies, ∆t ' ∆x2. It is therefore clear that, at low Reynolds
number (ν >> 1), this discretization quickly becomes unaffordable.

For this reason, the viscosity is generally treated implicitly.

4.3.2 Naive implementation

Let we write the NSE in the projected form:

ut + P div(u⊗ u) = νP∆u, on Ω× [0, T ] (4.35)

u|∂Ω = 0, on ∂Ω× [0, T ] (4.36)

u(·, 0) = u0. (4.37)

A naive scheme approximating the NSE would approximate each operator
using finite differences and using, e.g. Crank-Nicolson time integration:

un+1 − u2

∆t
+ Ph divh(un+1/2 ⊗ un+1/2) = νPh∆hun+1/2, (4.38)

where

• un+1/2 := un+1−un
2

, is the time average;

• (Dh
xu)i,j :=

ui+1,j−ui−1,j

2h
, is the central difference;

• (Dh,−
x u)i,j :=

ui,j−ui−1,j

h
, is the backward difference;

• (Dh,+
x u)i,j :=

ui+1,j−ui,j
h

, is the forward difference;

• ∇hu :=
(
Dh
xu,D

h
yu
)⊥

, is the central gradient;

• divh u := Dh
xu1 +Dh

yu2, is the central divergence;

• ∆hu := Dh,−
x Dh,+

x u + Dh,−
y Dh,+

y u, is the standard 5-points Laplace
operator;

• Phu := u−∇h(∆h)−1 divh u, is the standard 5-points Laplace operator;
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4.3. Finite difference projection methods

In principle, it is possible to solve the big non-linear system arising from
this discretization. Note, however, that there are many problems with this
approach. Notice

• the system (4.38) is unstable, since we used a centered approximation
of div(u⊗ u);

• since computing Ph involves solving a linear system, the solution of
(4.38) is very expensive, since one has to solve a system inside a non-
linear solver.

• since divh∇h 6= ∆h, in general, we have that DivhPhu 6= 0, unless a
different type of finite difference approximations is used;

• the treatment of boundaries for this system (in particular for Ph is
difficult.

We seek methods to improve the stability and efficiency of the finite differ-
ence approximation. This will be done by rethinking the way we treat the
spatial discretization, as well as the way we treat the temporal discretiza-
tion.

4.3.3 Projection methods

Projection methods where introduced in [Cho68, ?] if the ’60. Improved ver-
sions can be found e.g. in [Van86, ABS96, BCG89]. The basic idea is still
widely used today in many common CFD solvers. The projection methods
are also called fractional step methods or pressure correction methods. The
basis of projection methods is operator splitting in time, to decouple the
evolution phase (where viscosity and convection are considered), from the
incompressibility phase (equivalently the pressure phase). This greatly re-
duces the cost of the solution to a solution of an advection-diffusion equation
and a Poisson equation.

The basic idea is the following:

Step 1, prediction : compute a prediction of the velocity un+1, called
u∗,n+1, using the advection diffusion equation (4.28), and without en-
forcing the incompressibility condition (4.29). The pressure is treated
explicitly, using an old (best-possible) value for the pressure or com-
pletely removing the pressure term. Without spatial discretization,
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4.3. Finite difference projection methods

this results in:

u∗,n+1 − un

∆t
= ν∆ (un) + [(un · ∇)un]. (4.39)

Step 2, correction (or projection) : using the Hodge-Helmholtz de-
composition, the velocity (a priori non divergence-free) is projected
onto the space of divergence-free velocities, whilst the gradient part
is used to correct the values for the pressure:

un+1 = Pu∗,n+1. (4.40)

Remark 4.13 As we have seen, it is common to treat the advection part
explicitly and the viscosity part implicitly. This results in the prediction
system (4.39) being a linear system of equations, which can be seen as a heat
equation with forcing. Therefore, it is possible to efficiently solve this system
using common linear algebra techniques. The correction phase involves the
approximation of the Leray projection, which may be efficiently done with
the solution of a Poisson equation.

Remark 4.14 The treatment of the boundaries for the projection method is
delicate. In the prediction phase (4.39) we enforce Dirichlet boundaries for
the velocity (u∗,n+1|∂Ω = 0). However, in the projection phase, we use the
Hodge-Helmholtz decomposition, which imposes the no-slip boundary condi-
tion un+1|∂Ω · η = 0. This results in projection methods having larger errors
on the boundary. This has the additional consequence that the pressure
computed by means of the projection method has no real physical meaning
and should only be considered as a Lagrange multiplier.

4.3.4 MAC Scheme

The MAC scheme (Marker-and-cell), introduced in [HW65] for moving sur-
faces, is based on the observation that the components of the velocity need
not be placed at the cell centers, i.e. at the same coordinates as the pres-
sure. If the coordinates for the points where the components of the velocity
are chosen appropriately, then many finite difference methods become more
stable and with additional properties.

The idea is that the velocity is stored only in its normal component, and it
is placed at the edge of the cells. For instance, on Cartesian grids, the first
component u1 of the velocity is located at the point xi+1/2,j := (hi, hj +
1/2h) and is denoted (u1)i+1/2,j. Similarly, the second component of the
velocity is denoted (u2)i,j+1/2 and is placed at the center of horizontal edges.
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pi,j, ui,j

(a) Collocated grid

pi,j

(u2)i,j+1/2

(u1)i+1/2,j

(b) MAC grid
Figure 4.1: On the left, a collocated grid, where all quantities are positioned at
cell centers, on the right, the MAC positioning, where the velocity components
are placed at the edges.

With a velocity defined with the MAC scheme, it is easy to compute the
divergence as a central difference located at the cell centers:

div u ≈
(u1)i+1/2,j − (u1)i−1/2,j

h
+

(u2)i,j+1/2 − (u2)i,j−1/2

h
=: (divh u)i,j

and, similarly, the gradient of cell centered quantities, can be defined as an
adjoint operator on the velocity coordinates:

∇u ≈
(ui+1,j−ui,j

h
ui,j+1−ui,j

h

)
=: (∇hu)i,j

such that the standard 5-points Laplace ∆h = divh∇h. Is is then natural
to define the Leray projection as: Id − ∇h(∆h)−1 divh from cell centre to
cell centers. The treatment of the nonlinearity is done in the following way:

div u⊗ u ≈

(
(ũ1)2i+1,j−(ũ1)2i,j

h
+

(û1)i,j+1/2(û2)i,j+1/2−(û1)i,j−1/2(û2)i,j−1/2

h
(û2)i+1/2,j(û1)i+1/2,j−(û2)i−1/2,j(û1)i−1/2,j

h
+

(ũ2)2i,j+1−(ũ2)2i,j
h

)
,

where

(ũ1)i,j :=
(u1)i+1/2,j + (u1)i−1/2,j

2
, (ũ2)i,j :=

(u1)i,j+1/2 + (u1)i,j−1/2

2
,

(û1)i+1/2,j+1/2 :=
(u1)i,j+1 + (u1)i,j−1

2
, (û2)i+1/2,j+1/2 :=

(u1)i,j+1 + (u1)i,j−1

2
.

The viscosity is approximated using:

∆u ≈
(u1)i+3/2,j + (u1)i+1/2,j + (u1)i−1/2,j

2h
+

(u2)i,j+3/2 + (u2)i,j+1/2 + (u2)i,j−1/2

2h
.
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4.3.5 Upwind BCG scheme

The following scheme is due to Bell, Colella and Glaz [BCG89], and is a
second order finite difference method, which uses all the techniques seen
so far. It exploits an implicit time-stepping for the treatment of the vis-
cosity, a second order explicit reconstruction for the nonlinear term, and
the pressure is decoupled from the momentum equation using a projection.
The treatment of the nonlinearity borrows techniques from finite volume
methods for conservation laws.

Time discretization and splitting

Using a projection method, the 2 steps of this scheme are:

• the prediction is done treating the viscosity implicitly, and using a
second order in time reconstruction of the nonlinear term. An old
value of the pressure is used, which is obtained in the correction step.
The initial pressure at n = 0 may be set to zero. Given un, a prediction
u∗,n+1 for un+1 is given by:

u∗,n+1 − un

∆t
= ∇pn−1/2 +

ν

2
∆
(
u∗,n+1 − un

)
+ [(u · ∇)u]n+1/2.

The nonlinear term [(u · ∇)u]n+1/2 is explicitly computed from un

alone and will be specified later. Notice how this equation amounts
to the solution of an heat equation, which is linear and can be done
efficiently, provided the nonlinear term is available.

• in the correction step, the Hodge-Helmholtz decomposition is applied
to u∗,n+1:

u∗,n+1 − un

∆t
=
un+1 − un

∆t
+∇q, div un+1 = 0

∇pn+1/2 = ∇q +∇pn−1/2.

Notice how many different flavours of projection can be used:

• velocity increment:

u∗,n+1 = un+1 + ∆t∇q, div un+1 = 0

∇pn+1/2 = ∇q +∇pn−1/2.
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−3 −2 −1 1 2

−1

1

2

t = 0
t = 1

Figure 4.2: .

• pressure increment:

u∗,n+1 = un+1 + ∆t∇q, div un+1 = 0

pn+1/2 = q + pn−1/2.

• pressure update:

u∗,n+1 = un+1 + ∆t∇pn+1/2, div un+1 = 0

All those methods are equivalent without spatial discretization, but become
different once all operators are discretized.

Space discretization

The viscous term can be approximated using a standard centered Laplace
operator. The main difficulty arises from the nonlinear term. We want to
approximate (u · ∇)u at t = tn+1/2 given the velocity uni,j at the cell centres
and at time tn. This is done in 6 steps:

1. reconstruct the derivatives ux and uy as piecewise constant functions
inside each cell using centered differences, e.g. (u1)x ≈ ui+1,j−ui−1,j

h
.

This, however, introduces new extreme points for u, which is not
desirable, since this introduces unwanted oscillations in the solution.
Therefore, we perform step 2:

2. limiting : the slopes reconstructed in this way are “limited”, s.t. no
new extrema is introduced:

(Dxu1)i,j := minmod(Dh
xu1,maxmod(2Dh,−

x u1, 2D
h,+
x u1)),
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where

minmod(x, y) =


x |x| < |y| ,
y |x| > |y| ,
0 sign(x) 6= sign(y),

maxmod(x, y) =


x |x| > |y| ,
y |x| < |y| ,
0 sign(x) 6= sign(y).

All other derivatives are obtained similarly.

3. time derivatives : the next step is to approximate the time derivative
ut. We approximate ut at the cell centers using:

ut = P(ν∆u− (u · ∇)u) ≈ ν∆u− (u · ∇)u+∇pn−1/2,

= ν∆u−
(

(u1)(u1)x + (u2)(u1)y
(u1)(u2)x + (u2)(u2)y

)
+∇pn−1/2,

where we use the derivative Dxu1 and Dxu2 computed in the previous
step (2) to approximate (u1)x and (u2)y. For stability reasons, we use:

(D̃yu1)i,j :=

{
(D−x u1)i,j + 1

2
(1− ∆t

h
vi,j)(D

h
yu1)i,j, (u2)i,j ≥ 0,

(D−x u1)i,j + 1
2
(1− ∆t

h
vi,j)(D

h
yu1)i,j, (u2)i,j < 0,

for the approximation of (u1)y (and analogously for (u2)x). Let us call
this approximation Dtu.

4. extrapolation: from the values of u and its derivatives at tn and at the
cell centres, we want to obtain the values of u at tn+1/2 and located
at the edges, this is done using Taylor approximation:

u
L,n+1/2
i−1/2,j = uni,j −

h

2
(Dxu)ni,j +

∆t

2
(Dtu)ni,j

u
R,n+1/2
i+1/2,j = uni,j +

h

2
(Dxu)ni,j +

∆t

2
(Dtu)ni,j

u
B,n+1/2
i,j−1/2 = uni,j −

h

2
(Dyu)ni,j +

∆t

2
(Dtu)ni,j

u
T,n+1/2
i,j+1/2 = uni,j +

h

2
(Dyu)ni,j +

∆t

2
(Dtu)ni,j
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uni,j u
R,n+1/2
i+1/2,ju

L,n+1/2
i+1/2,j

u
B,n+1/2
i+1/2,j

u
T,n+1/2
i+1/2,j

Figure 4.3: From the value of u at tn at the cell centre, the value of u at tn+1/2

at the edges is extrapolated using Taylor approximation. Four values (6 in 3D)
are reconstructed and placed at the mid-point of the edge.

5. solve Riemann problem: at this stage, we have values of u at tn+1/2

located at the edges (cf. Figure 4.3). For each edge there are two
values, reconstructed from the two adjacent cells. Looking at the
problem in a one-dimensional way (as example, for a vertical edge),
one may view this as a Riemann problem, with the following data:

u0(x) = Hx0(x) :=

{
uL x ≤ x0,

uR x > x0,
(4.41)

where x0 is the x coordinate of the edge. If we assume that the velocity
at this stage is already divergence-free and there is no viscosity in for
this problem, we can view the governing equations as:

(u1)t = u1(u1)x + u2(u1)y, (4.42)

(u2)t = u1(u2)x + u2(u2)y. (4.43)

At the cells interface, we can view this problem as having the values
of the velocity to be constant along the edge, e.g. (u2)y = 0 for a
vertical edge. Therefore, we obtain the following equation:

(u1)t = u1(u1)x (4.44)

(u2)t = u1(u2)x (4.45)

Notice, how the first equation is the so called Burgers’ equation, whilst
the second equation is a linear advection equation with advection
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(a) Burgers’ equation for H0(x)
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(b) Burgers’ equation for H0(−x)
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(c) Linear advection for H0(x)
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(d) Linear advection for H0(−x)
Figure 4.4: Solutions of two types of Riemann problem encountered at the inter-
face of the cell for two equations: Burgers’ equation and linear advection equa-
tion. The choice of the velocity un+1/2 at the edges is dictated by the solution of
the corresponding Riemann problem.

velocity u1. The first equation is completely decoupled, whilst the
second equation requires the solution of the first equation in order to
retrieve the advection speed. Figure 4.4 shows all Riemann problems
and solutions that occur when solving this decoupled system. This
justifies the following reconstruction for the components (here only
for a vertical edge, we drop temporal and spatial indices, since all
quantities are evaluated at the same location):

u1 :=


uL1 uL1 ≥ 0, uL1 + uR1 ≥ 0

0 uL1 u
R
1 < 0

uR1 otherwise.

. (4.46)
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4.3. Finite difference projection methods

and

(u2)i+1/2,j :=


uL2 (u1)i+1/2,j ≥ 0
uL2 +uR2

2
(u1)i+1/2,j = 0

uR2 (u1)i+1/2,j ≤ 0.

. (4.47)

The same reconstruction can be performed also for horizontal edges.

6. compute the non-linear term: at this stage, we have un+1/2 defined on
edges of the cell. One can use finite differences to finally compute the
non-linear term:

[(u · ∇)u]n+1/2 :=
(u1)

n+1/2
i+1/2,j + (u1)

n+1/2
i+1/2,j

2

u
n+1/2
i−1/2,j + u

n+1/2
i+1/2,j

h

+
(u2)

n+1/2
i,j+1/2 + (u2)

n+1/2
i,j+1/2

2

u
n+1/2
i,j+1/ − u

n+1/2
i,j−1/2

h

With this, the definition of the scheme is complete. The resulting
scheme is numerically second order accurate in absence of boundaries.
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A Results from Functional Analysis

In this appendix, we include some fundamental results from functional anal-
ysis that are used throughout these lecture notes. Most of these results can
be found in any standard text on functional analysis and the theory of
partial differential equations such as, for example, [Eva10, Chapter 5] and
[Fol13, Chapter 4] but for the sake of completeness, we present them here.

A.1 Sobolev Inequalities

Theorem A.1 (Gagliardo-Nirenberg-Sobolev Inequality) Let d ∈ N,
let p ∈ [1, d), let u ∈ C1

c(Rd) and let p∗ = dp
d−p . Then there exists some con-

stant C = C(p, d) such that

‖u‖Lp∗ ≤ C‖∇u‖Lp .

Proof A detailed proof of this theorem can, e.g., be found in [Eva10, Sec-
tion 5.6.1]. �

In the case of functions defined on bounded domains, we also have the
following result:

Theorem A.2 (Poincaré Inequality) Let d ∈ N, let p ∈ [1, d), let Ω ⊂
Rd be a bounded, open set, let u ∈ W 1,p

0 (Ω) and let p∗ = dp
d−p . Then for each

q ∈ [1, p∗], there exists some constant C̄ = C̄(p, d,Ω, q) such that

‖u‖Lq(Ω) ≤ C̄‖∇u‖Lp(Ω).

Proof A detailed proof of this theorem can, e.g., be found in [Eva10, Sec-
tion 5.6.1]. �
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A.1. Sobolev Inequalities

Theorem A.3 (Gagliardo-Nirenberg Interpolation Inequality) Let d,m ∈
N, let 1 ≤ q, r ≤ ∞, let u : Rd → R and let α ∈ R and j ∈ N be such that

1

p
=
j

d
+

(
1

r
− m

d

)
α +

1− α
q

,

and also

j

m
≤ α ≤ 1.

Then there exists some constant C = C(m, d, j, q, r, α) such that

‖∇ju‖Lp ≤ C‖∇mu‖αLr · ‖u‖1−α
Lq .

We have the following two exceptional cases:

(i) If 1 < r < ∞ and m − j − d
r
∈ N, then the inequality only holds for

j
m
≤ α < 1.

(ii) If j = 0, rm < d, q = ∞, one needs in addition that u tends to zero
at infinity or u ∈ Lp̃(Rd) for some finite p̃ > 0.

Proof This theorem and its proof can be found in [Nir59]. �

The following special case of Theorem A.3 is particularly useful and is used
repeatedly in these lecture notes:

Theorem A.4 (Ladyzhenskaya’s Inequality) Let d ∈ {2, 3}, let Ω ⊆
Rd be a Lipschitz domain and let u : Ω→ R be a function that vanishes on
the boundary ∂Ω. Then there exists some constant C = C(Ω) such that

d = 2 =⇒ ‖u‖L4 ≤ C‖u‖
1
2

L2 · ‖∇u‖
1
2

L2 ,

d = 3 =⇒ ‖u‖L4 ≤ C‖u‖
1
4

L2 · ‖∇u‖
3
4

L2 .

Proof This theorem and its proof can be found in [Lad58]. �

We conclude this section by stating a result on the Hölder continuity of
certain weakly differentiable functions.
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A.2. Results on Compactness

Theorem A.5 (Morrey’s Inequality) Let d, p ∈ N such that n < p ≤
∞, let γ = 1 − d

p
and let u ∈ C1(Rd). Then there exists some constant

C = C(d, p) such that
‖u‖C0,γ ≤ C‖u‖W 1,p .

Proof A detailed proof of this theorem can, e.g., be found in [Eva10, Sec-
tion 5.6.2]. �

We remark that Theorem A.5 also holds for functions defined on a bounded
domain.

A.2 Results on Compactness

We begin by defining the notion of weak convergence and weak* conver-
gence.

Definition A.6 (Weak Convergence) Let V be a Banach space, let V ∗

denote its dual space, let f ∈ V and let {fm}m∈N ⊂ V be a sequence with
the property that for all linear functionals φ ∈ V ∗ it holds that

lim
m→∞

〈fm, φ〉 = 〈f, φ〉.

Then we say that the sequence {fm}m∈N converges in the weak sense to f
and we write fm ⇀ f .

Remark A.7 Consider the setting of the above definition, let 1 ≤ p < ∞
and let Ω be a set such that V = Lp(Ω). Then, V ∗ =

(
Lp(Ω)

)∗
= Lq(Ω),

where 1
p

+ 1
q

= 1.

Thus, the sequence {fm}m∈N ⊂ Lp(Ω) converges weakly to f ∈ Lp(Ω) if for
all φ ∈ Lq(Ω) it holds that

lim
m→∞

∫
Ω

fmφ dx =

∫
Ω

fφ dx.

Definition A.8 (Weak* Convergence) Let V be a Banach space, let V ∗

denote its dual space, let φ ∈ V ∗ and let {φm}m∈N ⊂ V ∗ be a sequence with
the property that for all f ∈ V it holds that

lim
m→∞

〈f, φm〉 = 〈f, φ〉.

Then we say that the sequence {φm}m∈N converges in the weak* sense to φ

and we write φm
∗
⇀ φ.
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A.2. Results on Compactness

Remark A.9 If the Banach space V is reflexive, i.e., V = V ∗∗, the notions
of weak convergence and weak* convergence coincide.

The notion of weak and weak* convergence allows us to state the following
important theorem from functional analysis:

Theorem A.10 (Banach-Alaoglu Theorem) Let V be a normed vector
space and let V ∗ denote its dual space. Then the unit closed ball B∗ = {φ ∈
V ∗ : ‖φ‖V ∗ ≤ 1} in the dual space V ∗ is compact with respect to the weak*
topology.

Proof A detailed proof of this theorem can, e.g., be found in [Fol13, The-
orem 5.18]. �

Corollary A.11 Let V be a normed vector space, let V ∗ denote its dual
space and let {φm}m∈N ⊂ V ∗ be a bounded sequence. Then there exists some

φ ∈ V ∗ and a subsequence {φmk}k∈N such that φmk
∗
⇀ φ.

In other words, every bounded sequence in the dual space of a normed vector
space contains a subsequence that converges in the weak* sense.

Corollary A.12 Let V be a reflexive Banach space, let V ∗ denote its dual
space and let {fm}m∈N ⊂ V be a bounded sequence. Then there exists some
f ∈ V and a subsequence {fmk}k∈N such that fmk ⇀ f .

In other words, every bounded sequence in a reflexive Banach space contains
a subsequence that converges in the weak sense.

A partial converse to Corollary A.12 also exists:

Theorem A.13 (Boundedness of Weakly Convergent Sequences) Let
d ≥ 2, let 1 ≤ p < ∞, let Ω ⊆ Rd, let f ∈ Lp(Ω) and let {fm}m∈N be a
sequence of functions with the property that

fm ⇀ f.

Then the sequence {fm}m∈N is bounded in Lp(Ω) and it holds that

‖f‖Lp(Ω) ≤ lim inf
m→∞

‖fm‖Lp(Ω).

Furthermore, if 1 < p <∞, fm ⇀ f in Lp(Ω) and

‖f‖Lp(Ω) = lim
m→∞

‖fm‖Lp(Ω),
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A.2. Results on Compactness

then it holds that

lim
m→∞

(∫
Ω

|fm(x)− f(x)|pdx
) 1
p

= 0.

Thus, the sequence {fm}m∈N converges in the strong Lp sense to f .

Proof This theorem is, for instance, stated in [Eva90, Theorem 1.1.1]. The
proof follows from an application of the uniform boundedness principle.

As the following example shows, weak convergence is a weaker notion than
strong convergence. In particular, let fm ⇀ f in some Lp(R) space and let
g : R → R be a general non-linear function. Then it does not necessarily
hold that g(fm)→ g(f) as m→∞.

Example A.14 Let a > 0, let {fm}m∈N : [0, 1]→ R be a sequence of func-
tions such that for all x ∈ [0, 1] and for all m ∈ N it holds that

fm(x) =

{
a for x ∈

[
j2−m, (j + 1)2−m

)
with j = 0, 2, 4, . . . , 2m − 2,

−a for x ∈
[
j2−m, (j + 1)2−m

)
with j = 1, 3, 5, . . . , 2m − 1,

and let g : R→ R, g(x) = x2.

Then, clearly limm→∞ g(fm) = f 2
m = a2. On the other hand, the sequence

{fm}m∈N is bounded in the space Lp
(
[0, 1]

)
for every p ∈ [1,∞). It holds

that fm ⇀ f ≡ 0 in Lp
(
[0, 1]

)
for every p ∈ [1,∞).

The preceding example indicates that we require some additional compact-
ness condition in order to guarantee convergence in the case of non-linear
functions.

Theorem A.15 (Arzelà-Ascoli Theorem) Let X be a compact Haus-
dorff space, let (Y, d) be a complete metric space, let C(X, Y ) denote the set
of continuous functions from X to Y and let F ⊆ C(X, Y ) be a set with
the property that

• F is uniformly, totally bounded, i.e., there exists a totally bounded
set Z ⊂ Y such that for all f ∈ F , f(X) ⊂ Z, and

• F is equicontinuous in the sense that for all x ∈ X and for all ε > 0
there exists a neighbourhood U of x such that for all x̃ ∈ U and for
all f ∈ F it holds that d

(
f(x), f(x̃)

)
< ε.

161



A.2. Results on Compactness

Then, F̄ is a compact subset of C(X, Y ) with respect to the uniform topol-
ogy.

Proof A detailed proof can, for instance, be obtained by slightly modifying
the proof stated in [Fol13, Theorem 4.44]. �

The Gagliardo-Nirenberg-Sobolev Inequality A.1 implies that the Sobolev
space W 1,p(Ω) is embedded in the space Lp

∗
(Ω) for 1 ≤ p < n, p∗ = pd

d−p .
It turns out that for 1 ≤ q < p∗, this embedding is in fact a compact
embedding.

Theorem A.16 (Rellich-Kondrachov Compactness Theorem) Let d ∈
N, let p ∈ [1, d), let p∗ = pd

d−p and let Ω ⊂ Rd be an open, bounded set with

continuously differentiable boundary ∂Ω. Then, for all q ∈ [1, p∗) it holds
that

W 1,p(Ω) ⊂⊂ Lq(Ω).

In particular, since p∗ > p and p∗ →∞ as p→ d, for all p ∈ [1,∞] it holds
that

W 1,p(Ω) ⊂⊂ Lp(Ω).

Proof A detailed proof of this theorem can, for example, be found in
[Eva10, Section 5.7]. �

Theorem A.17 (Aubin-Lions Lemma) Let X ⊂ Y ⊂ Z be separable
Banach spaces such that the embedding X ⊂ Y is compact and the embed-
ding Y ⊂ Z is continuous, let T > 0, let 1 < p, q < ∞ and let {un}n∈N be
a sequence of functions such that

{un}n∈N is uniformly bounded in Lp
(
0, T ;X

)
(A1)

{u′n}n∈N is uniformly bounded in Lq
(
0, T ;Z

)
, (A2)

where u′n = ∂tun denotes the derivative with respect to t ∈ [0, T ]. Then the
sequence {un}n∈N is strongly pre-compact in Lp

(
0, T ;Y

)
.

Consider the setting of Theorem A.17. The Aubin-Lions lemma then im-
plies in particular that the sequence {um}m∈N has a strongly convergent
subsequence in Lp

(
0, T ;Y

)
.

Proof Our proof requires use of the following lemma:
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A.2. Results on Compactness

Lemma A.18 Let X ⊂ Y ⊂ Z be separable Banach spaces such that the
embedding X ⊂ Y is compact and the embedding Y ⊂ Z is continuous.
Then for all δ > 0 there exists some constant Cδ > 0 such that for all
x ∈ X it holds that

‖x‖Y ≤ δ‖x‖X + Cδ‖x‖Z .

Proof The proof, which is based arguing by contradiction, is left as an
exercise. �

Let {un}n∈N be a sequence that satisfies the hypotheses (A1). It follows
from the Banach-Alaoglu theorem A.10 that there exists a subsequence

{unk}k∈N ⊂ Lp
(
0, T ;X

)
and u ∈ Lp

(
0, T ;X

)
such that unk

k→∞
⇀ u in

Lp
(
0, T ;X

)
. Throughout the remainder of this proof, we will use a simple

relabelling to denote the subsequence {unk}k∈N as {un}n∈N.

Without loss of generality we can prove that the sequence {un − u}n∈N =
{vn}n∈N converges to 0 in the strong Lp

(
0, T ;Y

)
sense.

Note that Morrey’s inequality A.5 implies that the set Y given by

Y =
{
y ∈ Lp

(
0, T ;X

)
: ∂ty ∈ Lq

(
0, T ;Z

)}
,

is continuously embedded in the space C
(
[0, T ];Z

)
. Thus, there exists a

constant C such that for all n ∈ N and for all t ∈ [0, T ] it holds that

‖vn(t)‖Z ≤ C.

By the Lebesgue dominated convergence theorem, this implies that it is
sufficient to show that for a.e. t ∈ [0, T ] the sequence vn(t) → 0 in Z as
n→∞.

Once again without loss of generality, we let t = 0. Then for all n ∈ N it
holds that

vn(0) = vn(t)−
∫ t

0

v′n(τ) dτ

=
1

s

(∫ s

0

vn(t)dt−
∫ s

0

∫ t

0

v′n(τ) dτdt
)

= an + bn.

Moreover, for all n ∈ N we can rewrite bn as

bn = −1

s

∫ s

0

(s− t)v′n(t)dt.
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Thus, given any ε > 0, we can choose s > 0 such that for all n ∈ N it holds
that

‖bn‖Z ≤
∫ s

0

‖v′n(t)‖Z dt ≤
ε

2

Since vn ⇀ 0 weakly in X as n → ∞, an → 0 strongly in Z thanks to
the compact embedding X ⊂⊂ Y and the continuous embedding Y ⊂ Z.
Furthermore, for this fixed s, the sequence {an}n∈N converges weakly to 0
as n → ∞. Due to the compact embedding of X ⊆ Y and the continuous
embedding Y ⊆ Z, it follows that the sequence {an}n∈N also converges
strongly to 0 in Z as n → ∞. Therefore, for sufficiently large n it holds
that ‖an‖Z ≤ ε

2
. We conclude that for t ∈ [0, T ] it holds that

lim
n→∞

vn(t) = 0 strongly in Z.

Hence vn → 0 in C([0, T ];Z). Since [0, T ] is bounded also vn → 0 in
Lp(0, T ;Z).

We now claim that this is sufficient to show that {vn}n∈N → 0 in the strong
Lp
(
0, T ;Y

)
sense. Indeed, Lemma A.18 implies that for all δ > 0 there

exists some constant Cδ > 0 such that for all n ∈ N it holds that

‖vn‖Lp(0,T ;Y ) ≤ δ‖vn‖Lp(0,T ;X) + Cδ‖vn‖Lp(0,T ;Z).

Since {vn}n∈N is uniformly bounded in Lp
(
(0, T ;X)

)
, it follows that for all

n ∈ N it holds that

‖vn‖Lp(0,T ;Y ) ≤ Cδ + Cδ‖vn‖Lp(0,T ;Z).

Passing to the limit n→∞ we obtain

lim sup
n→∞

‖vn‖Lp(0,T ;Y ) ≤ Cδ. �

Since δ can be chosen arbitrarily small, this proves the claim. Hence vn → 0
in Lp(0, T ;Y ).

A.3 Miscellaneous Results

The following proposition will be used in Chapter 2.
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A.3. Miscellaneous Results

Proposition A.19 Let d ∈ {2, 3}, let Ω ⊆ Rd be an open, bounded Lips-
chitz domain, and let f ∈ H−1(Ω;Rd) be a function with the property that
for all v ∈ V it holds that 〈f, v〉 = 0. Then, there exists some scalar field
p ∈ L2(Ω) with the property that

f = ∇p.

Proof This result is a consequence of Proposition 1.1 and Proposition 1.2
in [Tem01, Chapter 1]. See also Remark 1.4 [Tem01, Chapter 1]. �

The following theorem is one of the fundamental tools for proving existence
and uniqueness of solutions to the variational formulation of certain types
of elliptic partial differential equations.

Theorem A.20 (Lax-Milgram Lemma) Let H be a real Hilbert space,
let a : H×H → R be a continuous and coercive bilinear form and let ` : H →
R be a bounded linear functional. Then there exists a unique element u ∈ H
with the property that for all v ∈ H it holds that

a(u, v) = `(v).

Proof The proof relies on the Riesz Representation theorem for Hilbert
spaces. A detailed proof can, e.g., be found in [Eva10, Section 6.2.1] �

Theorem A.21 Let d ∈ N, let q > d, let Ω ⊂ Rd satisfy an exterior
cone condition at each point of the boundary ∂Ω, let φ ∈ C0(∂Ω), let g ∈
Lq/2(Ω), f i ∈ Lq(Ω), (i = 1, . . . , d) and let aij, bi, ci, e (i, j = 1, . . . , d) be
measurable functions with the property that there exists λ > 0 such that for
all ξ ∈ Rd it holds that

d∑
i,j=1

aij(x)ξiξj ≥ λ|ξ|2,

with the property that there exists Λ, ν ≥ 0 such that for all x ∈ Ω

d∑
i,j=1

|aij(x)|2 ≤ Λ2, λ−2

d∑
i=1

(
|bi(x)|2 + |ci(x)|2

)
+ λ−1|e(x)| ≤ ν2,

and with the property that for all i ∈ {1, . . . , d} and for all non-negative
test functions v ∈ C1

0(Ω) it holds that∫
Ω

(
e(x)v(x)− bi(x)∂iv(x)

)
dx ≤ 0.
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Then, the generalised Dirichlet problem given by

Lu :=
d∑
i=1

(
∂i
( d∑
j=1

aij(x)∂ju+ bi(x)u
)

+ ci(x)∂iu

)
+ e(x)u = g +

d∑
i=1

∂if
i on Ω,

u = φ on ∂Ω,

is uniquely solvable and moreover, the solution u ∈ H1
loc(Ω) ∩ C0(Ω̄).

Proof This theorem and its proof can be found in [GT15, Chapter 8, The-
orem 8.30] �
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B Basic Notation

Throughout these lecture notes, the following basic notation will be used.

Notation B.1 (Partial derivatives) For a function f : [0, T ]×Ω→ Rm,
Ω ⊂ Rd, m ∈ N, we may use the notation

∂f

∂t
= ∂tf

to denote the partial derivatives with respect to time and

∂f

∂xi
= ∂xif = ∂if, i = 1, . . . , d,

to denote the partial derivatives with respect to xi, i = 1, . . . , d.

Definition B.2 (Divergence of a Vector Field) Let d ∈ N, let Ω ⊆
Rd, let f := (f1, f2, . . . fd) : Ω×R+ → Rd be a smooth vector field. Then we
denote by div f ∈ R the mapping given by

div f =
d∑
i=1

∂fi
∂xi

,

and we call this mapping the divergence of f .

Definition B.3 (Divergence of a Tensor) Let d ∈ N, let Ω ⊆ Rd, let
f := {fi,j}i,j=1,...,d : Ω×R+ → Rd×d be a smooth tensor. Then we denote by
div f ∈ Rd the mapping given by

div f =



∑d
i=1

∂f1,i
∂xi∑d

i=1
∂f2,i
∂xi

...∑d
i=1

∂fd,i
∂xi

 ,

and we call this mapping the divergence of f .
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We remark that we are using identical notation for the divergence of both
vectors and tensors; the distinction will be clear based on the context.

Definition B.4 (Gradient of a Scalar Field) Let d ∈ N, let Ω ⊆ Rd,
let f : Ω × R+ → R be a smooth scalar field. Then we denote by ∇f ∈ Rd
the mapping given by

∇f =



∂f
∂x1

∂f
∂x2

...

∂f
∂xd

 ,

and we call this mapping the gradient of f .

Definition B.5 (Gradient of a Vector Field) Let d ∈ N, let Ω ⊆ Rd,
let f := (f1, f2, . . . fd) : Ω × R+ → Rd be a smooth vector field. Then we
denote by ∇f ∈ Rd the mapping given by

∇f =


∂f1
∂x1

. . . ∂f1
∂xd

...
. . .

...
∂fd
∂x1

. . . ∂fd
∂xd

 ,
and we call this mapping the gradient of f.

We remark once again that we are using identical notation for the gradient of
both scalars and vectors; the distinction will be clear based on the context.

Definition B.6 (Laplacian of a Scalar Field) Let d ∈ N, let Ω ⊆ Rd,
let f : Ω × R+ → R be a smooth scalar field. Then we denote by ∆f the
mapping given by

∆f =
d∑
i=1

∂2f

∂x2
i

,

and we call this mapping the Laplacian of f.

Definition B.7 (Laplacian of a Vector Field) Let d ∈ N, let Ω ⊆ Rd,
let f := (f1, f2, . . . fd) : Ω × R+ → Rd be a smooth vector field. Then we
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denote by ∆f the mapping given by

∆f =



∑d
i=1

∂2f1
∂x2i∑d

i=1
∂2f2
∂x2i

...∑d
i=1

∂2fd
∂x2i

 ,

and we call this mapping the Laplacian of f.

Once more we are using identical notation for the Laplacian of both scalars
and vectors; the distinction will be clear based on the context.

Definition B.8 (Product of Vector Gradients) Let d ∈ N, let Ω ⊆
Rd, let f := (f1, f2, . . . fd) : Ω×R+ → Rd and g := (g1, g2, . . . gd) : Ω×R+ →
Rd be two smooth vector fields. Then we denote by ∇f : ∇g the mapping
given by

∇f : ∇g =
d∑
j=1

d∑
i=1

∂fj
∂xi

∂gj
∂xi

.

If f = g, we may write ∇f : ∇f = |∇f |2.
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