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Exercise 1-1

Let (9, %, (Zk)k=o...1, P) be afiltered probability space, and S = (S,1) = (S,i, ol Sg, Dg=0,..7
a discrete-time model with time horizon T € IN, i.e., S is adapted to (Fk)k=o,. 7. A stochastic
process ¢ := (¥,n) = (19,{;, . ,19%, M) k=o0,..., T is called a strategy if ¥ is predictable for (Fy)k=o,... 7
with ¥ = 0, and 7 is adapted to (F)r—o,...7. It is called affordable (for S) if

(r+1 — 01)" Sk = (Vg1 — )" Sk + (Mes1 —me) <0, k=0,...,T—1.
(a) Give an economic interpretation of an affordable strategy.

(b) Show that a strategy ¢ = (9,7n) is affordable if and only if there exists an adapted, increas-
ing process K = (K}j)g=o,.. 7 null at 0 such that

k

Vk:((p) = @k'gk:%(@)‘FZﬂjASj—Kk, k=0,...,T.
j=1

Moreover show that K is predictable if and only if 7 is so.

(c) Show that for all triplets (Vo,d, K), where Vp is Fo-measurable, ¥ = (95,...,9%) k0 T
is predictable with 99 = 0 and K = (Kj)g—o,.. 7 is an adapted, increasing process null at
0, there exists a unique affordable strategy ¢ = (,7) such that ¢g - Sy = np = Vp and
Vi) = Volp) + Xk 9;AS; — Ky for k=1,...,T.

Exercise 1-2

Let (2,.%,P) be a probability space and (Y)g=1,...7 with 7" € IN a sequence of independent, non-
trivial and strictly positive random variables. Define a discrete-time model S = (Sks 1)k=0,..T
with time horizon T by S = H?Zle, kE =0,...,7, and let the filtration (F)g=o,. 1 be
generated by S.

(a) Fix k € {1,...,T}, and assume that essinf Y < 1 < esssupYj. Show that there exists
a probability measure Q¥ ~ P on % with Eqr[Yi] = 1 and % = gr(Yx) for some
measurable function g : (0,00) — (0, 00).

Hint: Show more generally that if Y is a real-valued not-trivial random variable and

€ (essinf Y, esssupY), then there exist Q ~ P on . such that Y € L'(Q) and Eq[Y] = p

and a measurable function ¢g : R — (0, 00) such that % =g(Y).

Divide the proof into two steps: First, show that there exists P ~ P on . such that

Y e LY(P). Then, set A = {Y < u}, use the two conditional probabilities P[- | A] and
P[] A9 to construct Q ~ P with Y € L'(Q) and Eq[Y] = u, and put everything together.



(b) Show that S satisfies NA if and only if essinf Yy, < 1 <esssupYj forall k=1,...,T.

Hint: For “<" construct an equivalent martingale measure using part (a). For “=", argue
by contraposition and construct an explicit arbitrage strategy.

Exercise 1-3

Let (0, 7, (Ft)teo,1), P) be a filtered probability space satisfying the usual conditions, and let
B = (B}, B?, B?)te[o,l] be a three-dimensional Brownian motion starting at (1,0,0). Define the
process X = (Xt)sejo,1] by Xt := [ Bel], t € [0,1], where || - || denotes the Euclidean norm.

(a) Show that infycpp 1) Xy > 0 and that X satisfies the SDE
1
dX; = —dt+ dW;, Xg=1, (*)
Xy

where W = (Wy),¢[0,1] is @ one-dimensional Brownian motion starting at 0.

Hint: Use the fact that IP[Bt = a for some t € [0, 1]] = 0 for all a # (1,0,0) and Lévy’s
characterisation of Brownian motion.

Let S = (5,1) = (S}, 1)tejo,1] be a continuous-time model with time horizon T' = 1, where S
satisfies the SDE

1
dSt:St<<X+2>dt+ th>, SOZSO>O,
t
and where W is the Brownian motion from (x).

(b) Show that S fails NA by showing that the strategy ¥ = (U¢)icp,1), given by ¥y := S%’
t € [0,1], is an arbitrage opportunity.

Exercise 1-4

Let (2, 7, (Zt)iecpo,1], P) be a filtered probability space satisfying the usual conditions. Let X :=
(Xt)te[o,T} be a a compound Poisson process with jump intensity A > 0 and jump distribution

v, e, Xy = Zfil Yk, where N = (Nt)ic(o,7) is a Poisson process with rate A and (Yi)ken a
sequence of random variables independent of N such that the Y, are i.i.d. with distribution v
(with v({0}) = 0). Suppose about the filtration (.%;);>0 that X is a Lévy process with respect

to (Fi)iepp,r)- Let A > 0 and let v =~ v be an equivalent probability measure on R. Define the
exponential Lévy process Z = (Zi).e(0,1] by

N
Z = exp (Z (Y + (A = X)t) ,

k=1

where ¢(z) = log (%g(%))
(a) Show that Z is a P-martingale.

(b) Define the probability measure Q ~ P on % by dQ = ZpdP. Show that under Q, X
is again a compound Poisson process for the filtration (%)c(o,r) With rate A and jump
distribution v.

Hint: Show that X is a Lévy process under Q for the filtration (%;).c(o,7), and calculate

the characteristic function of X; under Q to determine its law (assuming without loss of
generality that 7' > 1).



Exercise 1-5

Let (Q, 7, (Zt)eo,r), P) be a filtered probability space satisfying the usual conditions. Let
R = (Rt)iepo,r] be a jump-diffusion, i.e., there exist a Brownian motion W = (W), 7] and
an independent compound Poisson process X = (X;):>0 with jump intensity A > 0 and jump
distribution v (with v({0}) = 0) such that R; = at + oW, + Xy, t € [0,T], where a € R and
o > 0. Suppose about the filtration that R is a Lévy process with respect to (9t)te[0,T]7 and

suppose about v that v((—oo, —1]) = 0, i.e. the jumps of R are strictly greater than —1. Define
the process S = (S¢)ejo,r) by dSi := Si— dRy, So = s0 > 0, i.e., S = 50E(R).

(a) Suppose that R is a martingale for the filtration (F)icjo,r). Show that S is then also a
martingale (and not only a local martingale) for the filtration (F)cio,7)-

Hint: Use the formula from Exercise 0-3 for £(R).

(b) Show that in general S satisfies NA if and only if the paths of R are not monotone.

Hint: To establish “<” use Exercise 1-4 (b) to show first that there exists a measure P~P
on % such that the process R is P-integrable. Then distinguish the cases ¢ > 0 and o = 0
and apply a second change of measure. Moreover, use that if A and B are independent

stochastic processes under P and Q =~ P with % = ®(B) for some measurable functional
®, then A and B are still independent under Q and £L(A | Q) = L(A | P).



