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Exercise 3-1

Let (Q,.7,(%k)k=0,..7,P) be a filtered probability space and X = (Xj)r=0,. 7 an adapted
process, which is null at 0.

(a) Suppose that X is a local martingale. Show that X is a true martingale if and only if
X, € LY(P). Hint: The “<"-part is the difficult one. Divide the proof into two steps:

(i) Show by backward induction first that X, € L'(P) and then that X; € L'(P) for
k=T-1,...,0. To this end, let (7, )nen be a localising sequence and use that (X™)~
is a submartingale for all n € IN.

(ii) Show that an integrable local martingale in discrete time is a martingale.

(b) Suppose that X is locally integrable. Show that X is a local martingale if and only if
E[(0 e X)7) <0

for all predictable processes ¥ with (¥ ¢ X), € L'(P).

Remark: Only the trivial “="-direction of part (a) extends to continuous time. All other direc-
tions are wrong in continuous time.

Exercise 3-2

Let (Q,.Z, (Z¢)t>0,P) be a filtered probability space satisfying the usual conditions.

(a) Let X = (X¢)t>0 be a nonnegative supermartingale, and define the stopping time 79 by
70 :=inf{t > 0: X; A X;— = 0}.

Show that X = 0 on [, oo] P-a.s.

Hint: For n € IN, consider the stopping time 7, := inf{t > 0: X; < 1/n}.

Remark: This result is known as the minimum principle for nonnegative supermartingales.
(b) Let X = (X)t>0 be a strictly positive local martingale with Xy = 1. Show that there

exists a unique local martingale M = (M;)¢>o null at 0 such that X = E(M). M is called
the stochastic logarithm of X and denoted by L(X).

Hint: Use part (a) and use without proof the fact that if Y is a local martingale and H is
predictable and locally bounded, then H e Y is again a local martingale.



Exercise 3-3

Let (Q,. %, (Z¢)t>0,P) be a filtered probability space satisfying the usual conditions.

(a) Let N = (N¢)¢>0 be a local martingale null at 0 and M = (M)i>0 a continuous local
martingale null at 0. Show that there exist H € L2 (M) and a local martingale L = (Ly)¢>0
null at 0 such that

N=HeM+L and [M,L]=0.

This is a generalised version of the Kunita- Watanabe decomposition.
Hint: Apply the usual Kunita-Watanabe decomposition to N€.
(b) Let S = (S¢)1>0 be a continuous semimartingale and S = Sy + M + A its canonical decom-

position. Prove that S satisfies the structure condition (SC), i.e., there exists H € LIZOC(M)
such that

t
A _/ H,d(M),, t>0,
0

if and only if there exists an equivalent local martingale deflator Z = (Zi)i>o for S, ie., a
strictly positive local P-martingale Z with Zy = 1 such that ZS is a local P-martingale.

Hint: For “<” use Exercise 3-2 (b) and part (a).

Exercise 3-4

Let (Q,.#,P) be a probability space supporting a Poisson process N = (N;);c[o,7] With rate
A > 0. Denote by (F )i, the natural (completed) filtration of N. Define the process
S = (St)iep,r) by dSt = Si—(pdt + % dNy), So = so > 0, where p € R, 0 > 0 and N denotes

the compensated Poisson process.

(a) Show that S satisfies NFLVR if and only if < 0v/), and find an equivalent martingale
measure Q* for S in that case.

Hint: Use Exercises 1-4 and 1-5.

Assume for the rest of the question that S satisfies NFLVR. Moreover, use without proof that
the equivalent martingale measure Q* from part (a) is unique. For p > 0 denote by ¥, the tail
distribution function of a Poisson random variable with parameter p, i.e., ¥,(z) := P[X, > z],
where X, has a Poisson distribution with parameter p.

(b) Show that the arbitrage-free price of a cash-or-nothing call option 1;g,~ gy with maturity
T and strike K > 0 is given by

logsﬁo—&- (Uﬁ—ﬂ)T
log (1 + %)

(c) Show that the arbitrage-free price of a stock-or-nothing call option Stl(s, >k} with ma-
turity T and strike K > 0 is given by

Yosvmyr

logsﬁo%— (O’\/X—M)T
log (1 + %)

Hint: Define the measure (@A ~ Q" on .Zr by % := S7/Sp, and work under this measure.

SO\I](H%)(A—%&)T



(d)

Derive the arbitrage-free price C} of a call option (Sy — K)T with maturity 7" and strike
K. Moreover, show that

log 0 + 4T log 5¢ — 5T
lim O} = Sp@ (2K " 27 ) ko 2K _ 27 ) (1)
A—00 oVvT U\/T

where ® denotes the distribution function of a standard normal random variable. This
means that for large A, the arbitrage-free price in the Poisson model is very close to the
Black-Scholes price with the same parameter o.

Hint: Use that if X, has a Poisson distribution with parameter p, then X\”/%p converges

weakly to a standard normal random variable for p — oo. Moreover, use the fact that
if (Fj,)nen is a sequence of distribution functions converging pointwise to a continuous
distribution function F, then the convergence is also uniform.

Exercise 3-5

Let (2,7, (Z)icpr), P) be a filtered probability space satisfying the usual conditions. Let
R = (Ry)sejo,m be a jump diffusion of the form Ry = ut +oW;+aNy, t € [0,T], where 1 € R and
o,a >0, W = (Wi)epo,r] is a Brownian motion and N = (Ny)¢e[o,) is an independent Poisson
process with rate A > 0. Suppose about the filtration that R is a Lévy process with respect to
(Zt)tejo,r)- Define the process S = (St)icjo,r) by dSt = Si— ARy, So = so > 0, i.e., S = 50E(R).

(a)

Show that for each £ > 0 there exists Q° ~ P on .%r such that R = oWQ 4 aNQZ, where

W isa Q% Brownian motion and NQ isan independent compensated Qf-Poisson process
with rate £.

Hint: Use Girsanov’s theorem and Exercise 1-4.
Show that
Jim Eqe[Lisy>ry] = 0.
Hint: Condition on WQ[, use Chebyshev’s inequality and dominated convergence.
Show that
Jim BoeSrlisp<xy] = 0.
Hint: For £ > 0, define @E ~ Q' on Fr by % := S7/850, and work under this measure.

Compute the superreplication prices of a call and a put option with strike K > 0 and
maturity 7, i.e., calculate II;((S7 — K)™) and II;((K — St)™).

Hint: Use parts (b) and (c).



