
Background material

1.1 Graph theory

1.1.1 Basics

For a simple graph G = (V,E), we denote by G = (V,E) the complementary graph.

For X ⊆ V , we denote by N(X) the set of neighbors of X, i.e., the set of nodes j ∈ V for

which there is a node i ∈ V such that ij ∈ E. Warning: N(X) may intersect X (if X is not

a stable set).

For X,Y ⊆ V , we denote by κ(X,Y ) the maximum number of vertex disjoint paths from

X to Y (if X and Y are not disjoint, some of these paths may be single nodes). By Menger’s

Theorem, κ(X,Y ) is the minimum number of nodes that cover all X−Y paths in G. The

graph G is k-connected if and only if |V | > k and κ(X,Y ) = k for any two k-subsets X and

Y . The largest k for which this holds is the vertex-connectivity of G, denoted κ(G). The

complete graph Kn is (n−1)-connected but not n-connected.

BG(v, t), where v ∈ V , denotes the set of nodes at distance at most t from v.

For S ⊆ V , we denote by G[S] = (V,E[S]) the subgraph induced by S.

1.2 Planar graphs

A graph G = (V,E) is planar, if it can be drawn in the plane so that its edges are Jordan

curves and they intersect only at their endnodes1. A plane map is a planar graph with a

fixed embedding. We also use this phrase to denote the image of this embedding, i.e., the

subset of the plane which is the union of the set of points representing the nodes and the

Jordan curves representing the edges.

The complement of a plane map decomposes into a finite number of arcwise connected

pieces, which we call the faces (or countries) of the planar map. We usually denote the

number of nodes and edges of a graph G by n and m, respectively; if G is a plane map, then

the number of its faces will be denotes by f .

1We use the word node for the node of a graph, the word vertex for the vertex of a polytope, and the word
point for points in the plane or in other spaces.
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Every planar map G = (V,E) has a dual map G∗ = (V ∗, E∗). As an abstract graph, this

can be defined as the graph whose nodes are the faces of G. If the two faces share k edges,

then we connect them in G∗ by k edges, so that each edge e ∈ E will correspond to an edge

e∗ of G∗. So |E∗| = |E|.
This dual has a natural drawing in the plane: in the interior of each face F of G we select

a point vF (which can be called its capital if we use the country terminology), and on each

edge e ∈ E we select a point ue (this will not be a node of G∗, just an auxiliary point). We

connect vF to the points ue for each edge on the boundary of F by nonintersecting Jordan

curves inside F . If the boundary of F goes through e twice (i.e., both sides of e belong to F ),

then we connect vF to ue by two curves, entering e from two sides. The two curves entering

ue form a single Jordan curve representing the edge e∗. It is not hard to see that each face

of G∗ will contain a unique node of G, and so (G∗)∗ = G.

A planar map is called a triangulation if every face has 3 edges. Note that a triangulation

may have parallel edges, but no two parallel edges can bound a face. In every simple planar

map we can introduce new edges to turn all faces into triangles while keeping the graph

simple.

We often need the following basic fact about planar graphs:

Theorem 1.2.1 (Euler’s Formula) For every connected planar map, n−m+f = 2 holds.

�

Some important consequences of Euler’s Formula are the following.

Corollary 1.2.2 (a) A simple planar graph with n nodes has at most 3n−6 edges.

(b) A simple bipartite planar graph with n nodes has at most 2n−4 edges.

(c) Every simple planar graph has a node with degree at most 5.

(d) Every simple bipartite planar graph has a node with degree at most 3. �

From (a) and (b) it follows immediately that the “Kuratowski graphs” K5 and K3,3 are

not planar. This observation leads to the following characterization of planar graphs.

Theorem 1.2.3 (Kuratowski’s Theorem) A graph G is embedable in the plane if and

only if it does not contain a subgraph homeomorphic to the complete graph K5 or the complete

bipartite graph K3,3. �

Among planar graphs, 3-connected planar graphs are especially important. We start with

a simple but useful fact. A cycle C in a graph G is called separating, if G\V (C) has at least

two connected components, where any chord of C is counted as a connected component here.

Proposition 1.2.4 Let G be a 3-connected planar graph, and C a cycle in G. Then bounds

a face if and only if it is non-separating. �
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Corollary 1.2.5 Every simple 3-connected planar graph has an essentially unique embedding

in the plane in the sense that the set of cycles that bound faces is uniquely determined. �

1.3 Linear algebra

1.3.1 Basic facts about eigenvalues

Let A be an n×n real matrix. An eigenvector of A is a vector such that Ax is parallel to x;

in other words, Ax = λx for some real or complex number λ. This number λ is called the

eigenvalue of A belonging to eigenvector v. Clearly λ is an eigenvalue iff the matrix A−λI
is singular, equivalently, iff det(A−λI) = 0. This is an algebraic equation of degree n for λ,

and hence has n roots (with multiplicity).

The trace of the square matrix A = (Aij) is defined as

tr(A) =

n∑
i=1

Aii.

The trace of A is the sum of the eigenvalues of A, each taken with the same multiplicity as

it occurs among the roots of the equation det(A−λI) = 0.

If the matrix A is symmetric, then its eigenvalues and eigenvectors are particularly well

behaved. All the eigenvalues are real. Furthermore, there is an orthogonal basis v1, . . . , vn

of the space consisting of eigenvectors of A, so that the corresponding eigenvalues λ1, . . . , λn

are precisely the roots of det(A−λI) = 0. We may assume that |v1| = · · · = |vn| = 1; then

A can be written as

A =

n∑
i+1

λiviv
T
i .

Another way of saying this is that every symmetric matrix can be written as UTDU , where

U is an orthogonal matrix and D is a diagonal matrix. The eigenvalues of A are just the

diagonal entries of D.

To state a further important property of eigenvalues of symmetric matrices, we need the

following definition. A symmetric minor of A is a submatrix B obtained by deleting some

rows and the corresponding columns.

Theorem 1.3.1 (Interlacing eigenvalues) Let A be an n×n symmetric matrix with

eigenvalues λ1 ≥ · · · ≥ λn. Let B be an (n−k)×(n−k) symmetric minor of A with eigen-

values µ1 ≥ · · · ≥ µn−k. Then

λi ≤ µi ≤ λi+k.

We conclude this little overview with a further basic fact about nonnegative matrices.
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Theorem 1.3.2 (Perron-Frobenius) If an n×n matrix has nonnegative entries then it

has a nonnegative real eigenvalue λ which has maximum absolute value among all eigenvalues.

This eigenvalue λ has a nonnegative real eigenvector. If, in addition, the matrix has no block-

triangular decomposition (i.e., it does not contain a k×(n−k) block of 0-s disjoint from the

diagonal), then λ has multiplicity 1 and the corresponding eigenvector is positive.

1.3.2 Semidefinite matrices

A symmetric n×n matrix A is called positive semidefinite, if all of its eigenvalues are non-

negative. This property is denoted by A � 0. The matrix is positive definite, if all of its

eigenvalues are positive.

There are many equivalent ways of defining positive semidefinite matrices, some of which

are summarized in the Proposition below.

Proposition 1.3.3 For a real symmetric n×n matrix A, the following are equivalent:

(i) A is positive semidefinite;

(ii) the quadratic form xTAx is nonnegative for every x ∈ Rn;

(iii) A can be written as the Gram matrix of n vectors u1, ..., un ∈ Rm for some m; this

means that aij = uTi uj. Equivalently, A = UTU for some matrix U ;

(iv) A is a nonnegative linear combination of matrices of the type xxT;

(v) The determinant of every symmetric minor of A is nonnegative.

Let me add some comments. The least m for which a representation as in (iii) is possible

is equal to the rank of A. It follows e.g. from (ii) that the diagonal entries of any positive

semidefinite matrix are nonnegative, and it is not hard to work out the case of equality: all

entries in a row or column with a 0 diagonal entry are 0 as well. In particular, the trace of

a positive semidefinite matrix A is nonnegative, and tr(A) = 0 if and only if A = 0.

The sum of two positive semidefinite matrices is again positive semidefinite (this follows

e.g. from (ii) again). The simplest positive semidefinite matrices are of the form aaT for

some vector a (by (ii): we have xT(aaT)x = (aTx)2 ≥ 0 for every vector x). These matrices

are precisely the positive semidefinite matrices of rank 1. Property (iv) above shows that

every positive semidefinite matrix can be written as the sum of rank-1 positive semidefinite

matrices.

The product of two positive semidefinite matrices A and B is not even symmetric in

general (and so it is not positive semidefinite); but the following can still be claimed about

the product:

Proposition 1.3.4 If A and B are positive semidefinite matrices, then tr(AB) ≥ 0, and

equality holds iff AB = 0.
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Property (v) provides a way to check whether a given matrix is positive semidefinite.

This works well for small matrices, but it becomes inefficient very soon, since there are many

symmetric minors to check. An efficient method to test if a symmetric matrix A is positive

semidefinite is the following algorithm. Carry out Gaussian elimination on A, pivoting always

on diagonal entries. If you ever find a negative diagonal entry, or a zero diagonal entry whose

row contains a non-zero, stop: the matrix is not positive semidefinite. If you obtain an

all-zero matrix (or eliminate the whole matrix), stop: the matrix is positive semidefinite.

If this simple algorithm finds that A is not positive semidefinite, it also provides a certifi-

cate in the form of a vector v with vTAv < 0 (Exercise 1.3.6).

We can think of n×n matrices as vectors with n2 coordinates. In this space, the usual

inner product is written as A ·B. This should not be confused with the matrix product AB.

However, we can express the inner product of two n×n matrices A and B as follows:

A ·B =

n∑
i=1

n∑
j=1

AijBij = tr(ATB).

Positive semidefinite matrices have some important properties in terms of the geometry

of this space. To state these, we need two definitions. A convex cone in Rn is a set of

vectors is closed under sum and multiplication positive scalars. Note that according to this

definition, the set Rn is a convex cone. We call the cone pointed, if the origin is a vertex of

it; equivalently, if it does not contain a line. Any system of homogeneous linear inequalities

aT1x ≥ 0, . . . , aTmx ≥ 0

defines a convex cone; convex cones defined by such (finite) systems are called polyhedral.

For every convex cone C, we can form its polar cone C∗, defined by

C∗ = {x ∈ Rn : xTy ≥ 0 ∀y ∈ C}.

This is again a convex cone. If C is closed (in the topological sense), then we have (C∗)∗ = C.

The fact that the sum of two positive semidefinite matrices is again positive semidefinite

(together with the trivial fact that every positive scalar multiple of a positive semidefinite

matrix is positive semidefinite), translates into the geometric statement that the set of all

positive semidefinite matrices forms a convex closed cone Pn in Rn×n with vertex 0. This

cone Pn is important, but its structure is quite non-trivial. In particular, it is non-polyhedral

for n ≥ 2; for n = 2 it is a nice rotational cone. For n ≥ 3 the situation becomes more

complicated, because Pn is neither polyhedral nor smooth: any matrix of rank less than

n−1 is on the boundary, but the boundary is not differentiable at that point.

The polar cone of P is itself; in other words,

Proposition 1.3.5 A matrix A is positive semidefinite iff A ·B ≥ 0 for every positive

semidefinite matrix B.
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Exercise 1.3.6 Let A ∈ Rn×n be a symmetric matrix, and let us carry out
Gaussian elimination so that we always pivot on a nonzero diagonal entry as long
as this is possible. Suppose that you find a negative diagonal entry, or a zero
diagonal entry whose row contains a non-zero, stop: the matrix is not positive
semidefinite. Construct a vector v ∈ Rn such that vTAv < 0.

1.3.3 Cross product

This construction is probably familiar from physics. For a,b ∈ R3, we define their cross

product as the vector

a×b = |a| · |b| ·sinφ ·u, (1.1)

where φ is the angle between a and b (0 ≤ φ ≤ π), and u is a unit vector in R3 orthogonal

to the plane of a and b, so that the triple (a,b,u) is right-handed (positively oriented). The

definition of u is ambiguous if a and b are parallel, but then sinφ = 0, so the cross product

is 0 anyway. The length of the cross product gives the area of the parallelogram spanned by

a and b.

The cross product is distributive with respect to linear combination of vectors, it is

anticommutative: a×b = −b×a, and a×b = 0 if and only if a and b are parallel. The

cross product is not associative; instead, it satisfies the Expansion Identity

(a×b)×c = (a ·c)b−(b ·c)a, (1.2)

which implies the Jacobi Identity

(a×b)×c+(b×c)×a+(c×a)×b = 0. (1.3)

Another useful replacement for the associativity is the following.

(a×b) ·c = a ·(b×c) = det(a,b, c) (1.4)

(here (a,b, c) is the 3×3 matrix with columns a, b and c.

We often use the cross product in the special case when the vectors lie in a fixed plane

Π. Let k be a unit vector normal to Π, then a×b is Ak, where A is the signed area of the

parallelogram spanned by a and b (this means that T is positive iff a positive rotation takes

the direction of a to the direction of b, when viewed from the direction of k). Thus in this

case all the information about a×b is contained in this scalar A, which in tensor algebra

would be denoted by a∧b. But not to complicate notation, we’ll use the cross product in

this case as well.
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1.3.4 Matrices associated with graphs

Let G be a (finite, undirected, simple) graph with node set V (G) = {1, . . . , n}. The adjacency

matrix of G is be defined as the n×n matrix AG = (Aij) in which

Aij =

{
1, if i and j are adjacent,

0, otherwise.

We can extend this definition to the case when G has multiple edges: we just let Aij be the

number of edges connecting i and j. We can also have weights on the edges, in which case

we let Aij be the weight of the edges. We could also allow loops and include this information

in the diagonal, but we don’t need this in this course.

The Laplacian of the graph is defined as the n×n matrix LG = (Lij) in which

Lij =

{
di, if i = j,

−Aij , if i 6= j.

Here di denotes the degree of node i. In the case of weighted graphs, we define di =
∑
j Aij .

So LG = DG−AG, where DG is the diagonal matrix of the degrees of G.

The (generally non-square) incidence matrix of G comes in two flavors. Let V (G) =

{1, . . . , n} and E(G) = {e1, . . . , em, and let BG denote the n×m matrix for which

(BG)ij =

{
1 if i is and endpoint of ej ,

0 otherwise.

Often, however, the following matrix is more useful: Let us fix an orientation of each edge,

to get an oriented graph
−→
G . Then let B−→

G
denote the V ×E matrix for which

(B−→
G

)ij =


1 if i = h(j),

−1 if i = t(j),

0 otherwise.

Changing the orientation only means scaling some columns by −1, which often does not

matter much. For example, it is easy to check that, independently of the orientation,

LG = B−→
G
BT−→
G
. (1.5)

It is worth while to express this equation in terms of quadratic forms:

xTLGx =

n∑
ij∈E(G)

(xi−xj)2. (1.6)

The matrices AG and LG are symmetric, so their eigenvalues are real. Clearly
∑
j Lij = 0,

or in matrix form, L1 = 0, so L has a 0 eigenvalue. Equation (1.5) implies that L is positive

semidefinite, so 0 is its smallest eigenvalue. The Perron–Frobenius Theorem implies that if
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G is connected, then the largest eigenvalue λmax of AG has multiplicity 1. Applying the

Perron–Frobenius Theorem to cI−LG with a sufficiently large scalar c, we see that for a

connected graph, eigenvalue 0 of LG has multiplicity 1.

Let G = (V,E) be a graph. A G-matrix is any matrix M ∈ RV×V such that Mij = 0 for

every edge ij ∈ E. A G-matrix is well-signed, if Mij < 0 for all ij ∈ E. (Note that we have

not imposed any condition on the diagonal entries.)

1.4 Convex bodies

1.4.1 Polytopes and polyhedra

The convex hull of a finite set of points in Rd is called a (convex) polytope. The intersection of

a finite number of halfspaces in Rd is called a (convex) polyhedron. (We’ll drop the adjective

“convex”, because we never need to talk about non-convex polyhedra.)

Proposition 1.4.1 Every polytope is a polyhedron. A polyhedron is a polytope if and only

if it is bounded.

For every polyhedron, there is a unique smallest affine subspace that contains it, called its

affine hull. The dimension of a polyhedron is the dimension of its affine hull. A polyhedron

[polytope] in Rd that has dimension d (equivalently, that has an interior point) is called a

d-polyhedron [d-polytope].

A hyperplane H is said to support the polytope if it has a point in common with the

polytope and the polytope is contained in one of the closed halfspaces with boundary H.

A face of a polytope is its intersection with a supporting hyperplane. A face of a polytope

that has dimension one less than the dimension of the polytope is called a facet. A face of

dimension 0 (i.e., a single point) is called a vertex.

Proposition 1.4.2 Every face of a polytope is a polytope. Every vertex of a face is a vertex

of the polytope. Every polytope has a finite number of faces.

Every polytope is the convex hull of its vertices. The set of vertices is the unique minimal

finite set of points whose convex hull is the polytope.

Every facet of a d-polyhedron P spans a (unique) hyperplane, and this hyperplane is the

boundary of a uniquely determined halfspace that contains the polyhedron. The polyhedron

is the intersection of the halfspaces determined by its facets this way.

1.4.2 Polar, blocker and antiblocker

Let P be a d-polytope containing the origin as an interior point. Then the polar of P is

defined as

P ∗ = {x ∈ Rd : xTy ≤ 1 ∀y ∈ P}
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Proposition 1.4.3 (a) The polar of a polytope is a polytope. For every polytope P we have

(P ∗)∗ = P .

(b) Let v0, . . . ,vm be the vertices of a k-dimensional face F of P . Then

F⊥ = {x ∈ P ∗ : vT
0x = 1, . . . ,vT

mx = 1}

defines a d−k−1-dimensional face of P ∗. Furthermore, (F⊥)⊥ = F .

In particular, every vertex v of P corresponds to a facet v⊥ of P ∗ and vice versa. The

vector v is a normal vector of the facet v⊥.

There are two constructions similar to polarity that concern polyhedra that do not contain

the origin in their interior; rather, they are contained in the nonnegative orthant.

A polyhedron P in Rd is called ascending, if P ⊆ Rd+ and whenever x ∈ P , y ∈ Rd and

y ≥ x then y ∈ P .

The blocker of an ascending polyhedron is defined by

P bl = {x ∈ Rd+ : xTy ≥ 1∀y ∈ P}.

Proposition 1.4.4 The blocker of an ascending polyhedron is an ascending polyhedron. For

every ascending polyhedron P we have (P bl)bl = P .

The correspondence between faces of P and P bl is a bit more complicated than for polarity,

and we describe the relationship between vertices and facets only. Every vertex v of P gives

rise to a facet v⊥, which determines the halfspace vTx ≥ 1. This construction gives all the

facets of P bl, except possibly those corresponding to the nonnegativity constraints xi ≥ 0,

which may or may not define facets.

A d-polytope P is called a corner polytope, if P ⊆ Rd+ and whenever x ∈ P , y ∈ Rd and

0 ≤ y ≤ x then y ∈ P . The antiblocker of a corner polytope is defined by

Pabl = {x ∈ Rd+ : xTy ≤ 1∀y ∈ P}.

Proposition 1.4.5 The antiblocker of a corner polytope is a corner polytope. For every

corner polytope P we have (Pabl)abl = P .

The correspondence between faces of P and Pabl is again a bit more complicated than

for the polars. The nonnegativity constraints xi ≥ 0 always define facets, and they don’t

correspond to vertices in the antiblocker. All other facets of P correspond to vertices of Pabl.

Not every vertex of P defines a facet in Pabl. The origin is a trivial exceptional vertex, but

there may be further exceptional vertices. We call a vertex v dominated, if there is another

vertex w such that v ≤ w. Now a vertex of P defines a facet of P ∗ if and only if it is not

dominated.
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1.4.3 Volume

We denote by πd the volume of the d-dimensional unit ball. It is known that

πd =
πd/2

Γ
(
1+ d

2

) ∼ (2eπ)d/2√
πd(d+1)/2

.

The volumes of a convex body and its polar are related. From the following bounds, we

only use the upper bound (due to Blaschke and Santaló) in this book, but for completeness,

we state the lower bound, due to Bourgain and Milman.

Proposition 1.4.6 Let K ⊆ Rd be a 0-symmetric convex body. Then

4d

d!
≤ vol(K)vol(K∗) ≤ π2

d.

The lower bound is attained when K is a cube and K∗ is a cross-polytope (or the other way

around). The upper bound is attained when both K and K∗ are balls.

For a convex body K, the difference body K−K is defined as the set of differences x−y,

where x,y ∈ K. It is trivial that vol(K−K) ≥ vol(K) (since K−K contains a translated

copy of K). In fact, the Brunn-Minkowski Theorem implies that

vol(K−K) ≥ 2dvol(K). (1.7)

1.4.4 Optimization

Let P ⊆ Rn be an ascending polyhedron. It is easy to see that P has a unique point which

is closest to the origin. We’ll see later that this point has combinatorial significance in

some cases. Right now, we state the following simple theorem that relates this point for the

analogous point in the blocker.

Theorem 1.4.7 Let P ⊆ Rn be an ascending polyhedron, and let x ∈ P minimize the

objective function |x|2. Let α = |x|2 be the minimum value. Then y = (1/α)x is in the

blocker P bl, and it minimizes the objective function |y|2 over P bl.

1.5 Semidefinite optimization

Linear programming has been one of the most fundamental and successful tools in opti-

mization and discrete mathematics. Linear programs are special cases of convex programs;

semidefinite programs are more general but still convex programs, to which many of the useful

properties of linear programs extend.

For more comprehensive studies of issues concerning semidefinite optimization, see [239,

156].
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1.5.1 Semidefinite duality

A semidefinite program is an optimization problem of the following form:

minimize cTx

subject to x1A1 + . . . xnAn−B � 0 (1.8)

Here A1, . . . , An, B are given symmetric m×m matrices, and c ∈ Rn is a given vector. We

can think of
∑
i xiAi−B as a matrix whose entries are linear functions of the variables.

As usual, any choice of the values xi that satisfies the given constraint is called a feasible

solution. A solution is strictly feasible, if the matrix
∑
i xiAi−B is positive definite. We

denote by vprimal the infimum of the objective function.

The special case when A1, . . . , An, B are diagonal matrices is just a “generic” linear pro-

gram, and it is very fruitful to think of semidefinite programs as generalizations of linear

programs. But there are important technical differences. Unlike in the case of linear pro-

grams, the infimum may be finite but not a minimum, i.e., not attained by any feasible

solution.

As in the theory of linear programs, there are a large number of equivalent formulations

of a semidefinite program. Of course, we could consider minimization instead of maximiza-

tion. We could allow additional linear constraints on the variables xi (inequalities and/or

equations). These could be incorporated into the form above by extending the Ai and B

with new diagonal entries.

We could introduce the entries of the matrix X =
∑
i xiAi−B as variables, in which case

the fact that they are linear functions of the original variables translates into linear relations

between them. Straightforward linear algebra transforms (1.8) into an optimization problem

of the form

maximize C ·X

subject to X � 0 (1.9)

Di ·X = di (i = 1, . . . , k)

where C,D1, . . . , Dk are symmetric m×m matrices and d1, . . . , dk ∈ R. Note that C ·X is

the general form of a linear combination of entries of X, and so Di ·X = di is the general

form of a linear equation in the entries of X.

It is easy to see that we would not get any substantially more general problem if we

allowed linear inequalities in the entries of X in addition to the equations.

The Farkas Lemma has a semidefinite version:

Lemma 1.5.1 (Homogeneous version) Let A1, . . . , An be symmetric m×m matrices.

The system

x1A1 + · · ·+xnAn � 0
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has no solution in x1, . . . , xn if and only if there exists a symmetric matrix Y 6= 0 such that

Ai ·Y = 0 (i = 1, . . . , n)

Y � 0.

There is also an inhomogeneous version of this lemma.

Lemma 1.5.2 (Inhomogeneous version) Let A1, . . . , An, B be symmetric m×m matri-

ces. The system

x1A1 + . . . xnAn−B � 0

has no solution in x1, . . . , xn if and only if there exists a symmetric matrix Y 6= 0 such that

Ai ·Y = 0 (i = 1, . . . , n)

B ·Y ≥ 0

Y � 0.

Given a semidefinite program (1.8), one can formulate the dual program:

maximize B ·Y

subject to Ai ·Y = ci (i = 1, . . . , n) (1.10)

Y � 0.

Note that this too is a semidefinite program in the general sense. We denote by vdual the

infimum of the objective function.

With this notion of duality, the Duality Theorem holds under somewhat awkward condi-

tions (which cannot be omitted; see e.g. [237, 231, 232, 188]):

Theorem 1.5.3 Assume that both the primal program (1.8) and the dual program (1.10)

have feasible solutions. Then vprimal ≤ vdual. If, in addition, the primal program (say) has a

strictly feasible solution, then the dual optimum is attained and vprimal = vdual.

In particular, if both programs have strictly feasible solutions, then the supremum resp. in-

fimum of the objective functions are attained and are equal. The following complementary

slackness conditions also follow.

Proposition 1.5.4 Let x be a feasible solution of the primal program (1.8) and Y , a feasible

solution of the dual program (1.10). Then vprimal = vdual and both x and Y are optimal

solutions if and only if Y (
∑
i xiAi−B) = 0.
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1.5.2 Algorithms for semidefinite programs

There are two essentially different algorithms known that solve semidefinite programs in

polynomial time: the ellipsoid method and interior point/barrier methods. Both of these

have many variants, and the exact technical descriptions are quite complicated; we refer to

[187, 188] for discussions of these.

The first polynomial time algorithm to solve semidefinite optimization problems in poly-

nomial time was the ellipsoid method. This is based on the general fact that if we can test

membership in a convex body K ⊆ Rd (i.e., we have a subroutine that, for a given point

x ∈ Rd, tells us whether or not x ∈ K), then we can use the ellipsoid method to optimize

any linear objective function over K [95]. The precise statement of this fact needs nontrivial

side-conditions.

For any semidefinite program (1.8), the set K of feasible solutions is convex. With

rounding and other tricks, we can make it a bounded, full-dimensional set in Rn. To test

membership, we have to decide whether a given point x belongs to K; ignoring numerical

problems, we can use Gaussian elimination to check whether the matrix Y =
∑
i xiAi−B is

positive semidefinite. Thus using the ellipsoid method we can compute, in polynomial time,

a feasible solution x that is approximately optimal.

Unfortunately, the above argument gives an algorithm which is polynomial, but hopelessly

slow, and practically useless. Semidefinite programs can be solved in polynomial time and also

practically efficiently by interior point methods [183, 6, 7]. The algorithm can be described

very informally as follows. We consider the form (1.9), denote by K the set of its feasible

solutions (these are symmetric matrices), and want to minimize a linear function C ·X over

X ∈ K. The set K is convex, but the minimum will be attained on the boundary of K, and

this boundary is neither smooth nor polyhedral in general. Therefore, neither gradient-type

methods nor simplex-type methods of linear programming can be used.

The main idea of barrier methods is that instead of minimizing a linear objective function

CTX, we minimize the convex function Fλ(x) = − log det(X)+λCTX for some parameter

λ > 0. Since Fλ tends to infinity on the boundary of K, the minimum will be attained in the

interior. Since Fλ is convex and analytic in the interior, the minimum can be very efficiently

computed by a variety of numerical methods (conjugate gradient etc.)

Of course, the point we obtain this way is not what we want, but if λ is large it will be

close. If we don’t like it, we can increase λ and use the minimizing point for the old Fλ as the

starting point for a new gradient type algorithm. One can show that (under some technical

assumptions about the feasible domain) this algorithm gives a good approximation of the

optimum in polynomial time (see [7, 231, 232] and the book [182]).
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[33] T. Böhme, On spatial representations of graphs, in: Contemporary Methods in Graph

Theory (R. Bodendieck, ed.), BI-Wiss.-Verl. Mannheim, Wien/Zurich (1990), 151–167.

[34] J. Bourgain: On Lipschitz embedding of finite metric spaces in Hilbert space, Israel J.

Math. 52 (1985), 46–52.

[35] P. Brass: On the maximum number of unit distances among n points in dimension four,

Intuitive geometry Bolyai Soc. Math. Stud. 6, J. Bolyai Math. Soc., Budapest (1997),

277–290.
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[190] J. Reiterman, V. Rödl, E. Šinajová: Embeddings of graphs in Euclidean spaces, Discr.

Comput. Geom. 4 (1989), 349–364.
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