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Abstract

In the modern era of high-dimensional data, the interface between mathematical statistics and optimization has
become an increasingly vibrant area of research. In this course, we provide some vignettes into this interface,
including the following topics:

(A) Dimensionality reduction via random projection. The naive idea of projecting high-dimensional data to a
randomly chosen low-dimensional space is remarkably effective. We discuss the classical Johnson-Linden-
strauss lemma, as well as various modern variants that provide computationally-efficient embeddings with
strong guarantees.

(B) When is it possible to quickly obtain approximate solutions of large-scale convex programs? In practice,
methods based on randomized projection can work very well, and arguments based on convex analysis and
concentration of measure provide a rigorous underpinning to these observations.

(C) Optimization problems with some form of nonconvexity arise frequently in statistical settings - for instance,
in problems with latent variables, combinatorial constraints, or rank constraints. Nonconvex programs are
known to be intractable in a complexity-theoretic sense, but the random ensembles arising in statistics are not
adversarially constructed. Under what conditions is it possible to make rigorous guarantees about the behavior
of simple iterative algorithms for such problems? We develop some general theory for addressing these questi-
ons, exploiting tools from both optimization theory and empirical process theory.
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